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Vorwort

Künstliche Intelligenz (KI) ist allgegenwärtig und verändert die Welt. Die zunehmende Nutzung von KI bringt 
nicht nur Fortschritt - sondern auch neue ökologische Herausforderungen.

Einige Beispiele verdeutlichen die aktuelle Dynamik:
▶ KI-Modelle werden immer größer, komplexer und energiehungriger. 

 ▷ Die Anzahl der Parameter ist von 1.5 Milliarden (GPT-2. 2019) auf 2 Billionen (LLama 4. 2025) gestiegen.
 ▷ Der Rechenaufwand für das Training verdoppelt sich etwa alle fünf Monate. [Epoch AI]

▶  Der globale Strombedarf für KI-Rechenleistung ist 2030 ca.11 mal so hoch wie im Jahr 2023. 
[Environmental Impacts of AI, Öko-Institut 2025]

▶  In den USA könnten Rechenzentren bis 2030 mehr Strom verbrauchen als die gesamte energieintensive 
Güterproduktion (Zement, Chemie, Stahl) zusammen [Internationale Energieagentur (IEA)]

Greenpeace setzt sich seit Jahren dafür ein, das Internet und Rechenzentren umweltfreundlicher zu gestalten 
(z.B. benchmarking the energy performance of the IT sector in 2009; Clicking Clean: Who is winning the race to 
build a green internet in 2017). 

Doch die Erfolge sind hinfällig: Statt zurückgehender Emissionen von Google, Microsoft und AWS veröffent-
lichen die Unternehmen steigende Emissionen oder nur lückenhaft Daten zu Umweltauswirkungen. Gleichzei-
tig investieren sie massiv in KI-Infrastruktur, um Marktanteile und zukünftigen Profit zu sichern. Dabei bleibt 
unklar, ob und wie genau dies zu ihren selbst gesteckten Klimazielen passt. 

KI kann eine nützliche Technologie sein, aber ihre negativen Auswirkungen auf die Umwelt müssen begrenzt 
werden. Greenpeace lehnt KI daher nicht grundsätzlich ab, betont aber die Dringlichkeit, jetzt Maßnahmen zu 
ergreifen, um die Klimakrise durch KI nicht noch weiter zu verschärfen.

Dieser Report gibt erstmals ein umfassendes Bild der Umweltauswirkungen von KI. Er soll als faktenbasierte, 
wissenschaftliche Diskussionsgrundlage dienen, auf deren Basis wir gemeinsam nach Lösungen suchen und 
umweltverträgliche Ansätze skalieren möchten. KI hat neben Umweltauswirkungen selbstverständlich auch 
viele andere soziale und gesellschaftliche Chancen und Risiken, dieser Report konzentriert sich jedoch auf die 
ökologischen Auswirkungen. 

Der Report von Greenpeace East Asia hat gezeigt, dass in der Lieferkette der Chip-Produktion ein beschleunig-
ter Ausbau erneuerbarer Energien möglich ist. Auch im Bereich Energieeffizienz gibt es großes Potenzial durch 
"Green AI"-Richtlinien in Unternehmen, z.B. bei der Auswahl kleinerer Modelle, der Nutzung vortrainierter 
Modelle und Green-Coding-Weiterbildungen. 
 
Selbst mit energieeffizienten Algorithmen wird der Strombedarf durch KI-Anwendungen steigen, da immer 
mehr Menschen KI im Beruf und privat nutzen. Die ChatGPT-Nutzung hat sich im April 2025 weltweit mit einem 
neuen Rekord von 5,1 Milliarden Besuchern innerhalb eines Jahres mehr als verdoppelt. [Statista] 

Technologische Fortschritte allein werden die durch Technologie verursachten Umweltauswirkungen nicht 
beseitigen: Effizienzsteigerungen senken die Kosten, was zu einer verstärkten Nutzung von KI führt und die Ein-
sparungen wieder zunichtemacht. Dies wird als Rebound-Effekt oder auch Jevons-Paradox bezeichnet. 

Daher muss auch der Verzicht auf umweltschädliche KI-Anwendungsfälle Teil der Lösung sein. So ist es bei-
spielsweise nicht wünschenswert, dass die Kosten für die Ölförderung durch den Einsatz von KI-Anwendungen 
gesenkt werden und damit der Verbrauch fossiler Energie ansteigt. 

https://cdn.openai.com/better-language-models/language_models_are_unsupervised_multitask_learners.pdf
https://ai.meta.com/blog/llama-4-multimodal-intelligence/
https://www.greenpeace.de/publikationen/20170110_greenpeace_clicking_clean.pdf
https://www.greenpeace.de/publikationen/20170110_greenpeace_clicking_clean.pdf
https://www.greenpeace.org/eastasia/press/68006/artificial-intelligence-supply-chain-threatens-climate-progress-in-east-asia/
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Greenpeace fordert zur Minimierung der Umweltauswirkungen von Künstlicher Intelligenz: 

1.    Eine energieeffiziente KI Infrastruktur, die zu 100 % mit erneuerbaren Energien betrieben wird. Dieser 
Ökostrom muss zusätzlich dafür produziert werden.

2. KI Unternehmen müssen offenlegen, 
 a.  wie viel Strom bei der Nutzung von KI verbraucht wird. Nutzende müssen erkennen können, wieviel 

Strom bei ihrer Nutzung verbraucht wird.
 b.  mit welchen Zielen ihre Modelle trainiert wurden und welche Umweltparameter hierbei 

berücksichtigt wurden. 
3.  Verantwortungsübernahme seitens der KI-Hersteller für ihre Lieferkette. Sie müssen ihren Beitrag zum 

Ausbau erneuerbarer Energien entsprechend ihrem Wachstum leisten und sicherstellen, dass für die 
lokale Zivilgesellschaft keine Nachteile entstehen (fehlendes Trinkwasser, teurere Strompreise etc.)

Gerade der letzte Punkt ist derzeit essentiell, wie auch UN-Generalsekretär António Guterres auf dem AI Summit 
2025 in Paris betonte:
"Die Macht der Künstlichen Intelligenz bringt eine immense Verantwortung mit sich und heute liegt diese Macht in den 
Händen einer Handvoll Menschen." 

Greenpeace sieht es sehr kritisch, dass KI derzeit von denselben großen Technologiekonzernen dominiert wird, 
die meist auch die Social-Media-Plattformen beherrschen, was zu Medienmonopolen und bekannten Problemen 
wie gesellschaftlicher Spaltung, Hassreden und Fake News führt. Diese Marktmacht muss begrenzt und die digi-
tale EU-Gesetzgebung eingehalten werden.

Es gibt Lösungsansätze, wie KI-Anwendungen ihre Umweltauswirkungen messbar darstellen können (z.B. AI 
Energy Score, Green Algorithms). Auch das deutsche Energieeffizienzgesetz enthält Mindestlösungen, die zügig 
und integriert umgesetzt werden müssen (z.B. Verpflichtung zur Abwärmenutzung).

Es ist wichtig, fachübergreifend Lösungen zu finden, diese in Organisationen zu implementieren und gemein-
wohlorientierte Lösungsansätze zu stärken. Dann hat KI das Potential, eine nachhaltige Entwicklung zu 
beschleunigen.  

Karen Paul, Greenpeace-Expertin für Digitale Transformation
Jonathan Niesel, Greenpeace-Experte für Künstliche Intelligenz

https://sustainablebrands.com/read/ai-energy-score-rein-negative-impacts
https://sustainablebrands.com/read/ai-energy-score-rein-negative-impacts
https://www.green-algorithms.org/
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Executive Summary

Künstliche Intelligenz (KI) ist bereits heute ein fester Bestandteil vieler Lebensbereiche – sei es durch populä-
re Anwendungen wie ChatGPT oder durch die Optimierung industrieller Prozesse. Doch dieser Fortschritt hat 
seinen Preis: Die Infrastruktur hinter KI verbraucht enorme Ressourcen – vor allem Energie, aber auch Was-
ser und Rohstoffe wie seltene Erden. Diese vom Öko-Institut im Auftrag von Greenpeace Deutschland erstellte 
Studie liefert erstmals einen umfassenden Überblick über die Umweltauswirkungen von Künstlicher Intelligenz 
– und skizziert Wege zu einer nachhaltigeren KI-Nutzung. Die Autor:innen werteten über 95 Studien aus, um den 
gegenwärtigen Stand der Forschung in einem kompakten Bericht zusammenzufassen. KI wird nicht wieder ver-
schwinden – umso wichtiger ist es, einen klima- und umweltverträglichen Umgang mit ihr zu finden.

Im ersten Teil des Berichts wird die wirtschaftliche Entwicklung von KI skizziert und zentrale Akteure in diesem 
rasant wachsenden Sektor beleuchtet. Technologiekonzerne wie Google, Microsoft, Amazon, Apple und Meta 
investieren Milliarden in den Ausbau KI-gestützter Produkte. Besonders betroffen ist der Markt für Rechenzent-
ren: In großem Stil entstehen neue, auf KI zugeschnittene Datenzentren und spezialisierte Hardware. Der Anteil 
von KI-spezifischer Hardware am Energieverbrauch von Rechenzentren (ohne Kryptowährungen) wird Schät-
zungen zufolge von 14 % im Jahr 2023 auf 47 % bis 2030 steigen. Die neu errichteten sogenannten Hyperscale-
Rechenzentren verfügen über elektrische Anschlussleistungen von mehreren Hundert Megawatt und können 
eine Fläche von bis zu vier Quadratkilometern einnehmen.

Der zweite und umfangreichste Abschnitt des Berichts widmet sich den direkten Umweltauswirkungen der KI 
– insbesondere im Hinblick auf Energieverbrauch, Treibhausgasemissionen und Wasserbedarf. Der Stromver-
brauch wird sich Prognosen zufolge innerhalb von nur sieben Jahren verdreifachen. Bis 2030 wird der Strombe-
darf von KI-Rechenzentren elfmal höher sein als im Jahr 2023. Dann wird KI so viel Strom benötigen, wie heute 
sämtliche klassischen Rechenzentren zusammen. KI ist also nicht nur selbst energieintensiv – sie ist zugleich 
ein wesentlicher Treiber des Energiebedarfs im gesamten digitalen Infrastruktursektor. Selbst wenn man von 
einem CO₂-neutralen Strommix im Jahr 2040 ausgeht, erwarten die Forschenden einen Anstieg der verursach-
ten Treibhausgasemissionen. Schon in wenigen Jahren wird KI den Großteil der weltweiten Rechenleistung 
beanspruchen. Der zusätzliche Strombedarf verlängert die Laufzeiten fossiler Kraftwerke – und gefährdet so die 
Klimaziele.

In Irland machen Rechenzentren bereits über 20 % des gesamten Stromverbrauchs aus – in der Hauptstadt 
Dublin sogar fast 80 %. In Städten wie Amsterdam, London oder Frankfurt am Main liegen die Anteile bei 30 bis 
40 %. Diese Entwicklungen belasten die lokalen Stromnetze erheblich, weshalb Regierungen – wie etwa in Irland 
– Regulierungen für den weiteren Ausbau erlassen haben.

Die Umweltauswirkungen von KI gehen jedoch über den Energieverbrauch hinaus. Für die Kühlung der Rechen-
zentren werden enorme Mengen Wasser benötigt: Laut Prognosen belief sich der Wasserverbrauch globaler 
Datenzentren im Jahr 2023 auf 175 Milliarden Liter. Bis 2030 soll er auf 664 Milliarden Liter ansteigen – mehr 
als eine Verdreifachung. Besonders kritisch ist das in Regionen mit Wasserknappheit. Hinzu kommt indirekter 
Wasserverbrauch durch Stromerzeugung und Chipproduktion. Letztere ist besonders wasserintensiv und findet 
häufig in ökologisch sensiblen Regionen statt. Auch Elektroschrott ist ein wachsendes Problem: Durch den Aus-
bau von Rechenzentren und KI-Kapazitäten könnten bis 2030 bis zu 5 Millionen Tonnen zusätzlicher E-Schrott 
anfallen.

Ein weiterer Punkt des Berichts ist die zunehmende Abhängigkeit großer Tech-Konzerne von Atomenergie. 
Google, Amazon/AWS, Microsoft und Meta haben den EU-Pakt für klimaneutrale Rechenzentren (CNDCP) 
unterzeichnet, der eine Klimaneutralität bis 2030 vorsieht. Um ihren gewaltigen Strombedarf scheinbar 
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„klimaneutral“ zu decken, investieren diese Unternehmen in Atomkraftwerke und sogenannte Small Modular 
Reactors (SMRs). Der Bericht warnt jedoch vor den erheblichen Umwelt- und Sicherheitsrisiken dieser Techno-
logien – darunter radioaktiver Abfall, hoher Wasserverbrauch und ungelöste Endlagerfragen.

Neben den direkten Folgen betrachtet der Bericht auch systemische und indirekte Effekte von KI – etwa 
Rebound-Effekte, bei denen Effizienzgewinne zu einem insgesamt höheren Ressourcenverbrauch führen, sowie 
steigenden Konsum durch algorithmische Empfehlungssysteme. Solche Effekte verstärken häufig Umweltbe-
lastungen, statt sie zu verringern. Die Autor:innen plädieren dafür, diese gesamtgesellschaftlichen Dynamiken 
stärker in die Nachhaltigkeitsdebatte einzubeziehen.

Um KI mit Nachhaltigkeitszielen in Einklang zu bringen, schlägt der Bericht ein Fünf-Punkte-Rahmenkonzept 
vor: KI sollte nur eingesetzt werden, wenn ihr ökologischer Nutzen die Auswirkungen überwiegt; einfachere 
Alternativen sind zu bevorzugen; schlanke Modelle müssen bestehende Leistungsanforderungen erfüllen; die 
Effizienz bei Software, Daten und Hardware muss stetig verbessert werden; und die Umweltauswirkungen sind 
transparent zu machen. Diese Prinzipien sollen den Ressourcenverbrauch von KI minimieren und ihren Beitrag 
zur Nachhaltigkeit maximieren.

Abschließend enthält der Bericht konkrete politische Handlungsempfehlungen. Um den ökologischen Fußab-
druck von KI zu verringern, werden klare regulatorische Maßnahmen gefordert: verbindliche Berichtspflichten 
zu Energie-, Wasser- und Effizienzdaten; Effizienzlabel für Rechenzentren und KI-Dienste; bessere Integration 
mit erneuerbaren Energien und Nahwärmenetzen; sowie gesetzliche Rahmenbedingungen, die über die Sicher-
heit für Menschen hinaus auch ökologische Risiken adressieren. Nur durch klare Regulierung, internationale 
Koordination und eine Ausrichtung auf Nachhaltigkeit kann KI dazu beitragen, Umweltprobleme zu lösen statt 
sie zu verschärfen.
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Summary  

This report describes the environmental impacts of artificial intelligence, in particular through the 
digital infrastructures required for its training and operation and the associated energy consumption, 
greenhouse gas emissions, water consumption, resource requirements and electronic waste gener-
ation. In addition, the so-called ‘indirect’ and ‘systemic’ effects of AI use are described anecdotally.  

Around 100 literature sources and publications were evaluated and summarised for this purpose. 
Even though no primary data was collected, and no complex calculation models were developed, 
the report still provides a comprehensive overview of the problems associated with the increasing 
use of data centres in general and AI-specific data centres in particular. Although some of the com-
piled data are only rough estimates, important guidelines for action and policy recommendations can 
already be derived from them. 

Current trends in digital infrastructures 

The increasing use of artificial intelligence is driving the expansion of digital infrastructures. Large 
technology companies are investing heavily in this trend. Amazon, Microsoft, Google, Apple and 
Meta have announced multi-year AI investment commitments in the range of several hundred billion 
US dollars. These companies are building new AI-specific data centres and customised AI hardware 
on a large scale. Accordingly, the share of specialised AI hardware in the energy consumption of 
data centres (excluding cryptocurrencies) will grow from an estimated 14% in 2023 to 47% by 2030. 
The newly built, so-called hyperscale data centres have electrical connection capacities of several 
hundred megawatts and occupy floor space of up to 4 square kilometres. 

Environmental impacts 

AI and the growth of data centres are leading to a very sharp increase in energy consumption. The 
global electricity demand of data centres (including cryptocurrencies) was around 487 TWh in 2023 
and is forecasted to grow at a compound annual growth rate (CAGR) of 16% on average. By 2030, 
electricity consumption is estimated to reach 1,389 TWh – about three times the 2023 figure. Even 
a conservative CAGR of 12% results in approximately 1,093 TWh by 2030, and a high-growth sce-
nario of 20% reaches electricity consumption of 1,766 TWh. The main driver is AI-specific data pro-
cessing: data centre consumption for AI tasks will rise from 50 TWh (2023) to 554 TWh in 2030, 
representing an 11-fold increase in 7 years. 

These trends will lead to a rapid increase in greenhouse gas emissions. Global CO₂ equivalent 
emissions from data centres will rise from around 212 million tonnes (Mt) in 2023 to 355 Mt in 2030. 
Here, too, the increase is particularly pronounced in AI-specific data centres, with emissions increas-
ing sixfold from 29 Mt in 2023 to 166 Mt in 2030. AI-specific infrastructure will have overtaken the 
emissions of traditional data centres by 2030. 

Data centres also require enormous amounts of water for cooling. According to the projections made 
here, data centres worldwide consumed 175 billion litres of water in 2023. Water consumption is 
estimated to more than triple by 2030 (664 billion litres in total). AI-specialised data centres contribute 
the most to this: their water consumption will rise from around 30 to 338 billion litres. The average 
water usage rate (litres per kWh) will increase from 0.36 l/kWh (2023) to 0.48 l/kWh (2030) due to 
the higher power densities of AI data centres. 

In terms of the material footprint of data centres, the study uses rough calculations to determine that 
this is significant (including 920 kilotons of iron/steel and 200 kt of other metals, as well as critical, 
strategic or conflict-related raw materials amounting to around 100 kt) – but overall only plays a 
minor role compared to global production volumes. More problematic, however, are the large 
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quantities of up to 5 million tonnes of additional electronic waste that will be generated by the expan-
sion of data centres and AI capacities until 2030. 

Self-declarations of tech companies 

Leading technology companies present their data centre business and AI services as ‘green’, but 
their latest reports show an absolute increase in emissions. Google, Amazon/AWS, Microsoft and 
Meta are among the signatories of the EU Climate Neutral Data Centre Pact (CNDCP), which com-
mits them to becoming climate neutral by 2030. The companies have left themselves a loophole by 
defining nuclear energy as ‘clean energy’, which they intend to use to cover their additional electricity 
requirements without failing to meet their climate commitments. The study explains why nuclear en-
ergy is neither ‘clean’ nor climate-friendly. 

Corporate CSR reports often lack transparency and disclosure of absolute figures. For example, 
total energy and water consumption generally increases even when the efficiency of digital infra-
structures improves. When it comes to the use of renewable energies, companies have so far failed 
to purchase or generate the appropriate amounts of energy to match their hourly consumption. 

Sustainable artificial intelligence 

Sustainable AI involves the development and use of AI with explicit environmental and social goals. 
Based on existing frameworks, a five-point plan is outlined that can be used to assess the sustaina-
bility of AI projects. First, AI projects should have defined sustainability goals and only be carried out 
if the ecological benefits justify their environmental impact. Second, developers must question the 
necessity of AI: if a simpler rule-based or analogue solution can achieve the goal, it should be pre-
ferred. Third, they should pay attention to sufficiency by choosing the leanest AI models that meet 
the actual performance requirements. Fourth, software, data and hardware use in the AI develop-
ment cycle should be subject to continuous monitoring and efficiency improvements. Fifth, the study 
proposes various measures to increase the transparency of the environmental impact of AI systems. 
Taken together, these measures aim to ensure that AI makes a positive contribution to sustainability 
and does not arbitrarily increase energy and resource consumption. 

Policy options 

To reduce the environmental footprint of AI, the report recommends various policy measures: 

Transparency and accountability. Require comprehensive reporting on the impact of data centres 
and AI services. This includes collecting and publishing energy, water and efficiency metrics at the 
data centre level (building on the EU Data Centre Register), introducing an efficiency labelling sys-
tem for data centres, and AI-service-specific metrics that identify the specific environmental footprint, 
thereby enabling competition for the most efficient AI services. 

Grid integration and adaptation to renewable energies. It must be ensured that data centres do not 
overload local power grids or force the extended use of fossil or nuclear fuels. When planning data 
centres, consideration should be given to covering additional loads with clean energy capacities at 
appropriate times or with their own battery storage systems. When approving new large data centres, 
a minimum share of waste heat for local heating networks should be mandated. 

Regulatory adjustments. Update the legal framework to take into account the environmental impact 
of AI. The EU's artificial intelligence law is currently very ‘anthropocentric’ (i.e. focused on human 
safety) and ignores environmental risks. Policymakers should therefore further develop technology 
laws to explicitly include environmental criteria. 
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1 Current trends in digital infrastructures 

1.1 General trends in digital infrastructures 

Digital infrastructures are the technical basis for all digital services. Whether we are watching a 
streaming video, transferring money, controlling machines remotely, collecting data for a weather 
forecast or reading the answer of an AI language model, all these digital applications are backed by 
physical infrastructures that provide us with computing, storage and transmission capacities. Specif-
ically, digital infrastructures consist of digital end devices (e.g. computers, smartphones, IoT de-
vices), transmission networks (mobile communications, copper cables and fibre optics, satellites) 
and data centres (servers, storage systems, network components and building technology). 

All these components have become increasingly powerful in recent years. So powerful, in fact, that 
they can process complex AI models with a huge amount of data and an enormous computing effort. 
The mathematical basis for this has existed since the 1950s. And for some applications, such as 
physical simulations or climate models, there have been specialised high-performance computing 
centres for the last few decades. What is new, however, is that such computing capacities are now 
also available to end consumers on a large scale. Automatic translation, speech recognition, chat 
bots, image and video generators or AI assistants on websites or in office applications: AI can be 
built into practically any software product. 

As a result, hardware and software development are driving each other upwards. The newly created 
needs are also putting hardware under pressure, with the result that it has to be upgraded more and 
more. Smartphones are being equipped with AI chips (for example for facial recognition or language 
processing), transmission networks are transferring increasing amounts of data, and the construction 
of new data centres is experiencing a real boom. A large proportion of the new server capacities are 
equipped with specialised AI chips (such as GPUs) and require many times more energy than con-
ventional information technology.  

1.2 AI business models and the companies behind 

The large tech companies have invested heavily in artificial intelligence in recent years. In the tech-
nical infrastructure, in AI models and as well in AI services. Strictly speaking, AI as a technology is 
the broader category that includes machine learning, which includes deep learning, which includes 
more sophisticated models such as generative, predictive and large language models (LLM). Where 
possible, we will focus on the environmental impacts of generative, predictive and LLM AI.  

The services that are based on these advanced models experienced a wide adoption in all sectors 
during the last years. They are likely to dominate the effects of AI in the broader sense.  

The digital supply chain conventionally reaches from chip design to a digital service, as depicted in 
Figure 1-1.  
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Figure 1-1: Digital supply chain, with and without AI 
Conventional Data Centre supply 
chain 

  
AI business models 

  Leading companies 
(list not exhaustive) 

Chip design 
  

AI Chip design 
  AWS, Alphabet, Apple, Meta, 

NVIDIA 
Chip manufacturing   Chip manufacturing   TSMC, Samsung, Intel, AMD 
Device manufacturing   AI device manufacturing   Dell, HPE, Lenovo, Huawei, IBM 

DC + IT operation 
  DC + IT operation for AI-training 

and -inference 
  

AWS, Microsoft, Alphabet, Meta 

Colocation oper-
ation 

IT operation in 
colocation 

  

Colocation oper-
ation 

IT operation for 
AI-training and 
AI-inference 

  Equinix, Digital 
Realty, NTT 
Global, Cy-
rusOne, Tele-
house 

AWS, Microsoft, 
Alphabet, Meta 

Compute resource provision   Compute resource provision   AWS, Microsoft, Alphabet, Meta, 
Alibaba 

Platform as a service, Software as a 
Service 

  
Base model design and training 

  Microsoft, OpenAI, Anthropic, 
DeepSeek 

Digital Service   AI service   AWS, Microsoft, Alphabet, Meta 

Source: Own compilation 

Chip and hardware manufacturers such as NVIDIA or Dell feed the whole market with AI specific 
hardware. Amazon, Meta, Google (Alphabet), Microsoft and Apple design their own chips and serv-
ers for AI applications. TSMC (Taiwan Semiconductor Manufacturing Company) is the global market 
leader of chip manufacturing, both for AI and non-AI. They produce chips for NVIDIA, Intel and other 
chip-designing companies.  

For the largest cloud providers, the colocation business plays only a minor role. Its global turnover 
was estimated to 34 bn. US $ (GlobeNewswire 2025), which is less than Meta’s profits. The cloud 
providers mainly run their own data centres. Only Apple runs about one fifth of its services in colo-
cation space (Apple, Inc. 2023). Apple consumed 371 GWh in the US and 117 GWh in international 
colocation facilities, compared to Apple’s total data centre electricity consumption of 2,100 GWh. 
The cloud operators AWS, Google Cloud, Microsoft Azure provide computing capacity for training 
and inference of AI models. Base-model providers such as OpenAI, Anthropic or DeepSeek build 
and train generative, predictive, and large language models with a huge amount of data. These 
organisations are heavily funded by the cloud operators and benefit from cooperation agreements 
to use their cloud infrastructure for training. The market of AI models is vibrant, and changes faster 
than this study can capture. AI services are being integrated in almost any software and are promised 
to increase interactivity, speed of workflows, amount of processed data and degree of personaliza-
tion, to name just a few opportunities.  

In the current phase, the growth of AI services is on credit and enabled by future profit expectations. 
As an example, OpenAI is luring customers with no-cost and low-cost offers, while benefiting from 
discount on Microsoft’s compute capacity. At the same time, Microsoft is the largest investor for 
OpenAI with over 13 bn. US $. “But OpenAI spends much of that money on Microsoft’s cloud com-
puting systems, which host OpenAI’s products” (Isaac and Griffith 2024). Still, OpenAI has 5 bn. US 
$ losses while turnover is only 3.7 bn. US $ in year 2024 (Isaac and Griffith 2024). The companies 
that already profit from this dynamic are the ones that own the digital infrastructure.  

The following table shows how the business specifically impacts the company's business figures and 
who the biggest winners of this trend are. It also shows why our study focuses in chapter 3 on the 
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five major tech companies. We filtered the Forbes list of the largest companies globally to companies 
that are involved in the AI business (Murphy and Schifrin 2024). By Forbes list and turnover, Amazon 
is the largest tech-company. By profit, it’s Apple. By profit to turnover ratio, it’s Taiwan semiconductor 
and Microsoft. 

Table 1. Selection of the largest tech companies in the year 2023 sorted by Forbes list No. 
Forbes list 
No. (by turn-
over) 

Company Business Turnover in 
2023 in bn. 
US $ 

Profit in 
2023 in bn. 
US $ 

Profit to 
turnover ra-
tio 

Announced 
investments 
including AI 
in bn. US $ 

Announced 
period for 
the invest-
ments 

Source of 
announced 
investments 

6 Amazon Cloud,  
e-Commerce 

590.7 37.7 6% 100 2024 Ashare 2025 

8 Microsoft Cloud, Soft-
ware 

236.6 86.2 36% 80 2025-2028 Smith 2025 

10 Google Cloud, 
search en-
gine 

317.9 82.4 26% 75 2025 Lee 2025 

12 Apple Software, 
Hardware 

381.6 100.4 26% 500 2025-2028 Apple, Inc. 
2025 

24 Meta (Face-
book) 

Social media 142.7 45.8 32% 65 2025 Singh 2025 

30 China Mo-
bile 

Telecommu-
nication 

142.70 18.70 13% 
 

  

37 AT&T Telecommu-
nication 

122.30 13.60 11%    
 

41 Alibaba 
Group 

Cloud,  
e-Commerce 

131.3 11.2 9% 52 2025-2027 Reuters 2025 

45 TSMC Chips 71.5 27.3 38% 165   Taiwan Semi-
conductor 
Manufactur-
ing Company 
2025 

62 Deutsche 
Telekom 

Telecommu-
nication 

318.8 4.8 2%    
 

71 Nippon Tele-
graph (NTT) 

Telecommu-
nication 

92.5 8.8 10%    
 

85 IBM Cloud, Soft-
ware, Hard-
ware 

62.1 8.2 13%    
 

107 Intel Chips 55.2 4.1 7%    
 

110 NVIDIA Chips 60.9 29.8 49% 1 2024 Trueman 
2025 

165 Dell Hardware 88.5 3.2 4%    
 

210 Pinduoduo 
(PDD Hold-
ing/ Temu) 

Cloud,  
e-Commerce 

34.7 8.4 24%     

376 Baidu Cloud, 
search en-
gine 

18.8 2.7 14%    
 

718 Equinix Colocation 8.3 0.94 11%    
 

804 Digital Real-
ity 

Colocation 5.5 1.2 22%    
 

- Byte Dance 
(TikTok) 

Social Media  80 (?)        
 

- Huawei Hardware 99.6 12.3  12%     
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Source: Murphy and Schifrin (2024) (https://www.forbes.com/lists/global2000/) and other sources for announced investments; unknown 
numbers are left empty 

Further down in the Forbes list between 50 and 100, there are companies like Deutsche Telekom, 
Nippon Telegraph and Telephone (NTT) and IBM, even further down follow Intel, NVIDIA and Dell. 
Equinix, the largest colocation provider, only ranks on place 718. Digital Reality, the second largest 
ranks on 804. Huawei and Byte Dance, the company behind TikTok, are a special case. They are 
not listed in the Forbes list. Publicly available data on Byte Dance’s revenues are contradictory. This 
might be due to its legal form of a private company that is not listed, unlike the other companies that 
are limited organizations. 

China Mobile and AT&T also operate data centres, but with the primary purpose to provide internet 
and mobile access. With demand for AI services increasing, also data traffic and the relevance of 
internet providers will increase. This effect is not directly linked to businesses with AI. Therefore, we 
neglect internet providers in the following analysis. 

If we highlight turnover larger than 300 bn. US $, profits larger than 30 bn. US $, profit to turnover 
ratio larger than 20% and annual investments in AI of more than 50 bn. US $. Amazon, Microsoft, 
Google, Apple, Meta and Taiwan Semiconductor Manufacturing Company (TSMC) each fulfil two or 
more of these criteria. TSMC, with its chip factories, operates a completely different business model 
to that of the cloud providers, and so no comparison can be made here. We will only put a spotlight 
on TSMC as an example for the IT supply chain regarding its electricity consumption in section 2.1.2. 
More information on energy consumption in chip production can also be found in the report published 
by Greenpeace East Asia (Vries 2025).  

Below, we describe the AI-specific business models of the five largest tech companies: 

Google (Alphabet) is one of the leading companies in AI development and uses artificial intelligence 
for a wide range of commercial activities. For example, Google provides AI models and training 
hardware in the Google Cloud (Google Cloud 2025). The company uses AI to improve the quality of 
its search results and the effectiveness of its advertisements. The productivity software provided by 
Google (e.g. Gmail, Google Docs and Google Photos) uses corresponding AI systems to make the 
software more convenient. 

Microsoft has also integrated artificial intelligence into its product portfolio. Microsoft has so far 
invested around 14 billion US dollars in OpenAI, the company behind ChatGPT (Novet 2024). Artifi-
cial intelligence is included in many of Microsoft's business models. Within the Azure cloud platform, 
both technical infrastructures for developing custom AI models and AI-supported development tools 
are offered. AI-based functions are integrated into the business and end consumer software “Mi-
crosoft 365” (including Word, PowerPoint and Excel) and specialised enterprise software to increase 
productivity. 

Amazon uses AI in both its warehouse and its online services. Amazon's retail platform makes ex-
tensive use of AI to improve product recommendations, warehouse management and pricing. Within 
its cloud platform Amazon Web Services (AWS), numerous commercial AI tools and services for 
machine learning and computer-based image and speech processing are offered. Amazon has de-
veloped another business model around Alexa by offering voice assistance systems for private and 
business use. These devices collect data that is used to improve AI algorithms. 

Apple is also a leading player in the field of AI, with a strong hardware focus. Apple uses AI in its 
end devices through specialised chips that are optimized for machine learning. This enables func-
tions such as face and speech recognition and intelligent camera usage. Apple also uses artificial 
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intelligence for software services such as Siri (voice assistant) and the automatic image analysis of 
the camera app. In 2024, Apple announced the integration of ChatGPT into its software.  

Another important player in the field of artificial intelligence is the company Meta Platforms (formerly 
Facebook). Meta has made massive investments in AI technologies to expand its social platforms, 
to integrate chatbots and to deliver personalised advertising on Facebook, Instagram and WhatsApp. 
Within the virtual reality environment Metaverse, AI is used to create virtual worlds and to interact 
with users. 

1.3 Trends in the data centre market 

The boom in artificial intelligence applications is having a massive impact on the data centre market. 
In addition to existing data centre capacities, specialised high-performance data centres are being 
built that can process large amounts of data quickly and in parallel. The computing chips required 
for this are so-called Graphic Processing Units (GPUs) or Tensor Processing Units (TPUs) specially 
developed by Google, which are installed in the servers in addition to classic Central Processing 
Units (CPUs). NVIDIA, a company that specialises in GPUs for AI, is currently benefiting from this 
trend. Its share value has increased almost sevenfold in the last three years (from $20 at the begin-
ning of 2022 to $140 at the beginning of 2025).  

The installed electrical capacity of global data centres will grow from 55 gigawatts in 2023 to an 
estimated 219 gigawatts in 2030 (McKinsey 2024). This corresponds to an annual growth rate of 
22% and a doubling of capacity every 4 years.  

The market research institutes McKinsey (2024) and Deloitte (2024) each provide an estimate of 
how much of the energy consumed in data centres worldwide is attributable to specialised AI hard-
ware. We have used this to calculate the figure ‘Share of AI specific to total global data centre elec-
tricity consumption’, which is shown in Figure 1-2. McKinsey assumes 16% for AI in 2023 and 41% 
in 2030. Deloitte indicates an expected development of 11% in 2023 and 53% in 2030.  

Figure 1-2: Share of AI specific to total global data centre electricity consumption 

 
Source: own compilation based on McKinsey (2024), Deloitte (2024) and own assumptions 

As our own assumption for the distribution of AI-related energy consumption between 2023 and 
2030, we have used a mean curve between these annual values and visualised it in Figure 1-2. The 
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share starts at 14% in 2023 and then rises at a compound annual growth rate (CAGR) of 19% to 
47% of global data centre electricity consumption in 2030. For the further calculations in this study, 
we will use these shares to distribute the environmental impacts of data centres (excluding crypto-
currencies) either to traditional data centres or AI-specific data centres. 

When looking at this distribution, however, it is important to note that traditional data centre tasks 
and calculations for artificial intelligence cannot be clearly separated. After an AI model has been 
trained, it can also be delivered via traditional data centres with CPU servers or the traditional data 
centre may collect data that can then be made available for AI training. Therefore, AI also has an 
impact on existing and traditional data centre infrastructures. 

Many of the newly constructed data centres are so-called hyperscale data centres, which are instal-
lations with a connection capacity of 100 megawatts or more. The server racks in these data centres 
have a very high-power density of 40 kilowatts or even up to 120 kilowatts per cabinet, the waste 
heat of which can only be dissipated by liquid cooling (Uptime Institute 2025). The market research 
institute Synergy Research Group has counted 1000 data centres of this size worldwide for the year 
2024 and also assumes that they will double in the next 4 years (Synergy 2024b).  

Synergy (2024a) has identified these locations for new hyperscale data centre projects: the United 
States, with the regions of Virginia, Oregon, Iowa, Ohio, Silicon Valley, Texas and other federal 
states; China, with Beijing and Shanghai; Europe, with Dublin and Frankfurt; and, in the APAC re-
gion, Tokyo and Singapore. The market research institute CBRE (2024) also names the locations 
London, Amsterdam and Paris in Europe, Hong Kong in China, Sydney in the APAC region and, 
finally, Querétaro (Mexico), São Paulo (Brazil), Santiago (Chile) and Bogotá (Colombia) for Latin 
America. 

Each of these regions will have to deal with the challenges of new hyperscale data centres. The 
large investment projects have a power input of several thousand megawatts each. As a comparison: 
1000 megawatts correspond, on the generation side, to a large coal-fired power plant with two blocks 
or the size of a nuclear power plant. On the consumption side, this corresponds to the electricity 
demand of a city in Europe with 1 million inhabitants. The area occupied by a 1000 megawatt data 
centre is up to 4 million square metres, which corresponds to the area of 2 x 2 km. 

In addition to these large-scale new data centres, the AI trend is also influencing the existing me-
dium-sized data centres and their technical equipment. These data centres need to install new 
servers with GPUs and AI capabilities in addition to their existing CPU-based servers, as their cus-
tomers want to operate their own AI models in a private data space. 
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2 Environmental impacts 

2.1 Energy 

2.1.1 Global development of electricity consumption 

The development of energy consumption in data centres worldwide is a recurring topic in scientific 
papers and forecasts by market research institutes. The results differ considerably. This is because 
there are almost no mandatory reporting requirements for data centres and no reliable statistics. In 
most cases, the results are obtained from sales figures for IT equipment, based on the investment 
volume of data centre operators, based on surveys conducted by industry associations or by esti-
mating known construction projects. Only since 2024, the Energy Efficiency Directive (European 
Parliament 2023) introduced the requirement that European data centres with a capacity of 500 
kilowatts or more must document their annual consumption in a data centre database. However, no 
analyses from this database are currently available. 

For this study, we have evaluated the market analyses of four trustworthy research institutes. They 
differ in part in their local focus and in the time periods for which the data is given and to what extent 
they project into the future. 

The outlook study published by the International Energy Agency in April 2025 (IEA 2025) estimates 
global energy consumption by data centres in 2023 at 361 terawatt hours (excluding cryptocurren-
cies) and forecasts an increase to at least 669 and at most 1,264 terawatt hours by 2030, with an 
average compound annual growth rate (CAGR) of between 9 and 20%. In addition, the International 
Energy Agency estimates that data centres for cryptocurrencies have consumed 126 TWh of elec-
tricity in 2023 but does not include this number in its forecast until the year 2030. To fill this gap, the 
annual increase in energy consumption by cryptocurrencies has been estimated by us at a cautious 
CAGR of 7%, based on the trend from 2021 to 2024 as documented by Digiconomist (2025) in the 
“Bitcoin Energy Consumption Index”. However, it should be noted that the energy consumption of 
cryptocurrencies is directly related to their market value, which is known to be highly volatile. The 
forecast for cryptocurrencies data centres is therefore subject to considerable uncertainty. In our 
study, we have assumed that consumption of all data centres in 2023 will be 487 TWh including data 
centres for cryptocurrencies as the base value, i.e. as the starting point for all further forecasts. 

The study by the management consultancy Deloitte (Deloitte 2024) has also taken 2023 as the base 
year for energy consumption with a value of 382 TWh (probably without cryptocurrencies) and fore-
casts the development with a CAGR of 14% up to the value of 970 TWh in 2030 and even beyond 
that to 2050 (3550 TWh). 

The market research institute McKinsey (2024) does not look at electricity consumption (TWh) but 
at the electrical connection capacity of data centres (GW). In 2023 it’s 55 GW (which corresponds to 
electricity consumption of up to 482 TWh) and will end up with values between 171 GW and 298 GW 
in 2030 (accordingly up to 1498 and 2610 TWh). There is a linear correlation between connection 
capacity and electricity consumption, especially for hyperscale data centres that aim for the highest 
possible utilisation over the entire year. Therefore, annual growth rates calculated for connection 
capacities (18 to 27%) have an equal effect on electricity consumption. 

The most detailed study on this topic comes from the Lawrence Berkeley National Laboratory  (LBNL 
2024). It describes the dynamics of the data centre market with a detailed look at the various IT and 
air conditioning technologies. The US study names the year 2023 for the inventory (176 TWh for the 
US) and makes a forecast until the year 2028 with annual growth rates between 13 and 27%. 
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However, the results of the LBNL study only refer to the US market, which is significant, but only a 
part of global consumption. 

On the basis of these four studies plus the assumptions for cryptocurrencies, we have calculated the 
compound annual growth rates, both for the average (16% CAGR) and for the respective deviations 
downwards (12% CAGR) and upwards (20% CAGR). In Figure 2-1, the lower and upper scenarios 
are shown with solid lines, and the average scenario with bars. The underlying data assumed a 
continuous increase in the energy efficiency of computer servers due to technical developments. 
Still, all scenarios are associated with a high absolute increase in energy consumption. The efficiency 
increases are therefore always exceeded by the growth in data centre capacities. 

Figure 2-1: Future Scenario of global data centre (DC) electricity consumption  
Annual Electricity Consumption in TWh 

 
Source: own compilation based on IEA 2025; Deloitte 2024; McKinsey 2024; LBNL 2024; Digiconomist 2025 

Starting from 487 TWh in 2023, the electricity consumption of data centres worldwide will grow at 
an annual rate of 16% in the average scenario. In 2028, electricity consumption will have more 
than doubled to 1,021 TWh and in 2030 it will have almost tripled to 1,389 TWh. Accordingly, data 
centre electricity consumption will double approximately every five years. This is a significant in-
crease in the annual growth rate compared to historical development. In the past, global data cen-
tre electricity consumption has doubled approximately every 10 years (Hintemann and Hinterholzer 
2022). The AI trend has led to a reduction of this doubling period to 5 years.  

Uncertainties in this forecast are expressed by the two solid curves of the lower and upper scenar-
ios of the total data centre electricity consumption. In the lower scenario with an annual increase of 
12% (light green line), doubling occurs after 6 years; in the upper scenario with a CAGR of 20% 
(dark green line), it occurs after just 4 years. 

Figure 2-1 divides the total electricity consumption of data centres into the three areas of AI-spe-
cific data centres, cryptocurrencies data centres and all other (traditional) data centres. The break-
down for AI (upper bar) is based on the “Share of AI specific to total global data centre electricity 
consumption” shown in Figure 1-2. The electricity consumption of AI-specific data centres will rise 
from 50 TWh in the year 2023 to 554 TWh in 2030, representing an annual growth rate of 41% and 
equivalent to an elevenfold increase within seven years.  
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The split for cryptocurrencies (middle bar) is based on the energy consumption of 126 TWh in 
2023, as stated in the IEA study (IEA 2025), and the assumption for the annual growth rates of 
cryptocurrencies electricity consumption of 7%, resulting in a value of 202 TWh in 2030. The en-
ergy consumption of traditional data centres (bottom bar) will increase at a compound annual 
growth rate (CAGR) of 11% from 311 to 633 TWh/a by 2030, reaching approximately twice its ini-
tial value by 2030. If you look at the lower and upper scenarios in Figure 2-1, which are repre-
sented by solid lines, the electricity consumption of data centres in 2030 will reach a minimum of 
1,093 TWh and a maximum of 1,766 TWh. 

2.1.2 Local effects on electricity grids 

The location and thus the energy consumption of data centres is locally highly concentrated. The 
following chart Figure 2-2 shows the share of electricity consumption of data centres per region 
relative to the region's total electricity consumption.  

While the share of data centres’ electricity consumption is between 1.3% and 5.1% on a geo-regional 
level, in the US State of Virginia and Ireland it is 26% and 21%. It even reaches 33% to 41% in cities 
like Amsterdam, London, and Frankfurt and almost 80% in Dublin. These proportions shall be treated 
with some caution, as different sources were used for electricity consumption of data centres and 
the respective regions. IEA estimates the share of data centre electricity consumption in Ireland to 
17%. For the cities, we assume that for data centre energy consumption the regional scope might 
be larger than for the electricity consumption of the city. For Frankfurt, the primarily found data indi-
cated more electricity use from data centres than consumed in total. This bug could be corrected by 
extrapolating the city’s electricity consumption from 2014. We therefore added hatched error bars in 
the city chart for an estimated systematic relative error of 20%. 

Figure 2-2: Estimated share of electricity consumption of data centres to the total electricity 
consumption in the respective region in 2023 
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Source: own compilation based on: McKinsey 2024; IEA 2024a, 2025 and other sources1 

Another source of highly concentrated energy consumption are the fabs, the manufacturing sites of 
AI chips. It is estimated to almost 1 TWh in 2024 and distributed over very few locations in Taiwan, 
South Korea and Japan (Vries 2025). 

We see though that governments react to the pressure the data centre industry is putting on local 
electricity grids. Ireland’s Commission for Regulation of Utilities (2025) has issued requirements for 
new data centres because this high local electricity consumption poses a threat to the security of 
public supply in the respective local area. Locations for new data centres in Ireland are limited to 
regions that are compatible with the electricity grid. Data centres must keep available a certain power 
of back-up generators or energy storage. Additionally, grid operators are allowed to reduce the power 
delivery to data centres if necessary. In that case, data centre operators need to pass the require-
ment to reduce power consumption on to the IT operators and customers.  

In the past, such procedure was not imaginable. Data centre operators used to rely on an uninter-
rupted and constant power supply, around the clock (EIA 2024a). Also in the USA, electric power 
generation and distribution will reach its limits if consumption accelerates as described. The States 
of Virginia and California, the hot spots of data centre operation in the USA, are the largest importers 
of electricity within the United States. They mainly rely on non-renewable sources such as natural 
gas and nuclear power (EIA 2024b).  

 
1 https://www.mynewsdesk.com/uk/harrisonhunteragency-dot-com/news/477935 

https://www.borderstep.de/wp-content/uploads/2023/04/Studie-Markt-Rechenzentren-Hessen-2022_final-1.pdf 
https://ember-energy.org/app/uploads/2024/11/Global-Electricity-Review-2023.pdf 
https://www.eia.gov/energyexplained/electricity/use-of-electricity.php 
https://ember-energy.org/latest-insights/european-electricity-review-2024/eu-electricity-trends/ 
https://www.eia.gov/electricity/state/virginia/ 
https://www.ceicdata.com/en/china/electricity-consumption/cn-electricity-consumption-beijing 
https://data.london.gov.uk/download/leggi/cd697dad-d50b-4646-a8ed-e9dd4734a561/LEGGI%202022_v3.xlsx 
https://www.ema.gov.sg/resources/singapore-energy-statistics/chapter3 
https://statistikportal.frankfurt.de/ASW/ASW.dll?aw=Versorgung%20und%20Umwelt/Stromverbrauch 
https://www.ams-institute.org/news/amsterdam-could-meet-nearly-half-its-electricity-needs-by-better-utilizing-its-rooftops/ 
https://www.cso.ie/en/releasesandpublications/ep/p-mec/meteredelectricityconsumption2023/keyfindings/ 

 

https://www.mynewsdesk.com/uk/harrisonhunteragency-dot-com/news/477935
https://www.borderstep.de/wp-content/uploads/2023/04/Studie-Markt-Rechenzentren-Hessen-2022_final-1.pdf
https://ember-energy.org/app/uploads/2024/11/Global-Electricity-Review-2023.pdf
https://www.eia.gov/energyexplained/electricity/use-of-electricity.php
https://ember-energy.org/latest-insights/european-electricity-review-2024/eu-electricity-trends/
https://www.eia.gov/electricity/state/virginia/
https://www.ceicdata.com/en/china/electricity-consumption/cn-electricity-consumption-beijing
https://data.london.gov.uk/download/leggi/cd697dad-d50b-4646-a8ed-e9dd4734a561/LEGGI%202022_v3.xlsx
https://www.ema.gov.sg/resources/singapore-energy-statistics/chapter3
https://statistikportal.frankfurt.de/ASW/ASW.dll?aw=Versorgung%20und%20Umwelt/Stromverbrauch
https://www.ams-institute.org/news/amsterdam-could-meet-nearly-half-its-electricity-needs-by-better-utilizing-its-rooftops/
https://www.cso.ie/en/releasesandpublications/ep/p-mec/meteredelectricityconsumption2023/keyfindings/
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2.1.3 Greenhouse gas emissions 

The energy consumption of data centres is not a quantifiable environmental impact in itself.  
It only becomes one when the emissions and environmental impacts caused by electricity generation 
are considered. In corporate greenhouse gas reporting, electricity consumption is therefore assigned 
to so-called Scope 2 emissions (World Resources Institute 2004). These emissions do not arise 
directly in the company (in the data centre) but in the supply chain when electricity is purchased. In 
addition to greenhouse gas emissions, electricity generation also causes other environmental im-
pacts, such as water consumption, land use, emissions of other air pollutants and, of course, radio-
active waste. The following section focuses on greenhouse gas emissions. 

Greenhouse gases are measured in CO2 equivalents (CO2e), which includes both carbon dioxide 
emissions and all other greenhouse gases, such as methane (CH4) and nitrous oxide (N2O), which 
are converted to the greenhouse potential of CO2 using equivalence factors. Greenhouse gas emis-
sions from electricity generation depend on the type of power plant and the fuel used in it.  

The power plant-specific values depend on the efficiency of the respective plants, their manufactur-
ing effort and the losses incurred during the production of the primary energy carrier and transport 
to the power plant. Since a country's electricity is typically generated by a large number of different 
power plants using different energy sources, a specific emission factor is obtained for each country 
or for each electricity grid zone. The website Electricity Maps (2025) allows users to track the emis-
sion factors of the various regions worldwide in real time. This is because the emission factor also 
varies throughout the day depending on how strongly the sun is shining, how hard the wind is blow-
ing, or which power plants are currently being switched on or off. If annual averages for a country's 
electricity generation are used, as documented for example by the International Energy Agency (IEA 
2024b), then the respective CO2e emissions associated with electricity consumption within a country 
can be calculated. In terms of the data centres examined here, this means that their CO2e emissions 
depend on the respective country, as well as the power grid and time of day at which they are oper-
ated. 

In their sustainability reports (see chapter 3.2), the big tech companies currently often only state 
CO2e emissions, while energy consumption is usually left out. They make it easy for themselves by 
multiplying the amount of electricity they consume by an emission factor that is purely calculated 
from the amount of electricity purchased, for example, from renewable sources. This method does 
not take into account whether this renewable electricity is even connected to the data centre's power 
grid or whether it was produced at the same time when the data centre consumed it. This is possible 
because electricity is not transmitted directly from the producer to the consumer; instead, electricity 
supply contracts and power grids ensure spatial and temporal decoupling. For example, it is possible 
to purchase licences for hydroelectric power from Norway and to offset these quantities against 
electricity consumption in the USA. 

To calculate the greenhouse gas emissions caused by data centres, it is necessary to know both the 
locations and their local energy consumption. The data situation is already poor for the aggregated 
values. It is even more insufficient for the location-based values. Nevertheless, simple estimates are 
used below to obtain an order of magnitude. The International Energy Agency (IEA 2025) indicates 
that 43% of electricity for data centres in 2023 were consumed in the United States, 23% in China, 
18% in Europe, and 16% in other geographical regions such as other Asian countries (except China), 
South America and Africa. No distinction was made here as to whether the increase in data centre 
capacities would vary from region to region.  

For the emission factors used to convert energy consumption (kWh) into greenhouse gas emissions 
(kg CO2e), we use the emission factors for the respective regions for the base year 2023 
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(0.393 kg CO2e/kWh for the USA, 0.584 kg CO2e/kWh for China, 0.300 kg CO2e/kWh for Europe, 
and 0.484 kg CO2e/kWh as a world average for the others) (Ember Electricity Data Explorer, ember-
energy.org). We also assume that these emission factors will continue to decline to zero by 2040 as 
countries strive to meet their climate protection targets. In 2030, the emission factors will therefore 
reach 59% of the value from the base year 2023. 

The greenhouse gas emissions that result from the electricity consumption of data centres are shown 
in Figure 2-3. 

Figure 2-3: Estimated greenhouse gas emissions from data centres (2023-2030) by geo-
graphical region 

Million tonnes CO2e from data centres by geo region 

 
Source: own calculation based on expected electricity consumption (Figure 2-1), share between regions based on IEA (2025), electricity 
emission factors from ember-energy.org and own assumptions for declining emission factors 

Greenhouse gas emissions from data centres worldwide in 2023 were 213 million tonnes (Mt) of 
CO2e and will rise to 356 million tonnes in 2030. In the US, emissions will rise from 82 million tonnes 
in 2023 to 137 million tonnes in 2030. In China from 67 to 112 million tonnes, in Europe from 27 to 
45 million tonnes, and in other regions from 37 to 62 million tonnes.  

In Figure 2-4, we have broken down the total emissions into the three different types of data centres 
that we used to categorize electricity consumption in Figure 2-1. 
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Figure 2-4: Estimated greenhouse gas emissions from data centres (2023-2030) by type  
Million tonnes CO2e from data centres by type 

 
Source: own calculation based on expected electricity consumption (Figure 2-1), electricity emission factors from ember-energy.org and 
own assumptions for declining emission factors 

In Figure 2-4 we can see that greenhouse gas emissions from traditional “other” data centres (bottom 
bar) will rise moderately from 128 Mt in 2023 to 156 Mt in 2027 and will then decline to 138 Mt in 
2030 due to reduced emission factors in the electricity generation which overcompensate the mod-
erate growth. The emissions from cryptocurrencies data centres (middle bar) remain almost con-
stant, starting at 55 Mt in 2023 and reaching the slightly lower level of 52 Mt in 2030. However, there 
is a sharp increase in greenhouse gas emissions from AI-specific data centres (upper bar). Starting 
at 29 Mt in 2023 they are increasing to 166 Mt in 2030, which is even higher than the emissions from 
traditional data centres and corresponds to an almost sixfold increase (factor 5.7).  

This forecast does not take into account the individual efforts of data centre operators to purchase 
electricity with lower emission factors, for example from renewable energy sources. To carry out a 
corresponding calculation, it would have to be ensured that this electricity was not only taken from 
the existing power grid, for example through power purchase agreements, but that the energy gen-
eration plants were built specifically for the data centres. This is usually not the case. 

2.1.4 Nuclear plans 

Large data centres that provide their services globally are usually working at high operational load 
around the clock. This allows the existing information technology to amortise as quickly as possible 
and generate the most profit. However, the disadvantage of this type of operation is that the energy 
consumption of these data centres is almost constant day and night. While there are daytime fluctu-
ations on the electricity generation side with wind and solar energy, the data centre also requires a 
lot of energy when there is no renewable electricity available in the power grid. At night or when there 
is no wind, fossil-fuelled power plants fill the electricity gap. These are usually natural gas power 
plants or coal-fired power plants. At present, the additional consumption caused by the expansion of 
AI data centres is therefore essentially generated by running climate-damaging fossil fuel power 
plants over longer periods of time (McArdle and Terras 2025).  

As the growing usage of fossil energy contradicts the promises made by the big tech companies to 
become climate-neutral by 2030 (see chapter 3.1), they have recently started focussing on nuclear 
energy. The reasoning behind this is that, firstly, they produce climate-neutral electricity and, 
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secondly, as non-flexible power plants, they have precisely the generation profile that they need for 
their current operation. Instead of responding flexibly to the renewable electricity availability, the 
companies are relying on an outdated power technology that poses significant risks to people and 
the planet as a whole. 

Microsoft has signed a guaranteed purchase agreement with Constellation Energy for the entire 
output of the yet-to-be-upgraded 1st block of the Three Miles Island nuclear power plant in Pennsyl-
vania, extending the life of the more than 50-year-old power plant by another 20 years (CEG 2024). 
Amazon invests in the development of water-cooled Small Modular Reactors (SMRs) by the energy 
companies Energy Northwest in Washington state and Dominion Energy in Virginia (Amazon 2024c). 
Google guarantees the American start-up Kairos Power the purchase of its electricity from the mini-
reactors yet to be developed, which are to be cooled with liquid salt (Google 2024b). And Meta is 
looking for project developers who can operate functioning SMRs for the company from the year 
2030 (Meta 2024b). In this ranking, Microsoft is closest to the goal of actually receiving electricity 
from a nuclear reactor (classic design) from 2028. For the other tech companies, the announcement 
of new reactor concepts is speculation on the technical feasibility, economic viability and successful 
operating licence. 

The use of nuclear energy for power generation has always been associated with high risks. Even if 
a reactor accident occurs very rarely, the consequences are so devastating that nobody can take 
responsibility for them. No insurance company in the world would therefore insure a nuclear power 
plant. The damage is always at the expense of people and the environment. At the Three Mile Island 
nuclear power plant (Pennsylvania, USA), a partial core meltdown occurred in block II in 1979, de-
stroying the reactor (Wikipedia 2025). Around the Chernobyl nuclear power plant (now Ukraine), 
which had its accident in 1986, there is now a radioactively contaminated exclusion zone covering 
an area of several thousand square kilometres, which will remain uninhabitable for an unforeseeable 
period of time. After the reactor disaster in Fukushima (Japan) in 2011, 160,000 people had to be 
relocated. To this day, 30,000 people are still unable to return to their villages due to the high levels 
of radiation (Steffen 2023). 

The types of power plant now being discussed, water-cooled Small Modular Reactors (SMRs) or 
alternative reactor concepts that use liquid metals or salts as coolants, are ultimately just technical 
systems that always bear the risk of failure. Although such risks can be generally reduced by an 
elaborate safety architecture, they can never be completely eliminated. 

Nuclear power is expected to cost more than 120 $/MWh (Liebreich 2024), at least twice as much 
as the energy price of 45 - 70 $/MWh that is expected for the combination of solar energy with battery 
storage in the USA according to the International Energy Agency (Schneider et al. 2024, Figure 69). 
Instead of relying on nuclear energy, it would therefore make much more economic sense to invest 
in large battery systems located close to data centres and store renewable energy in these systems 
so that it is available around the clock. 

Another mistake that the tech companies are making is the assumption that the nuclear power gen-
erated would be climate neutral. Even in a conventional large-scale nuclear power plant, the emis-
sion factor of the electricity generated is 25 kg/MWh on average (IPCC 2014). This is due to the high 
energy input required to produce the nuclear fuel and the immense expense of building the nuclear 
plant itself. In the case of SMRs, this expenditure is even higher in relation to the amount of energy 
generated due to the lack of scaling effects. In contrast, electricity generation with renewable ener-
gies leads to emission factors of 3 kg/MWh for hydropower, 10 kg/MWh for off-shore wind power, 18 
kg/MWh for on-shore wind power and 57 kg/MWh for electricity from photovoltaics with polycrystal-
line cells (Lauf et al. 2024). 
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The fact that the tech companies are trying to promote nuclear energy as ‘clean energy’ can only be 
explained by their deliberate ignorance of the environmental impact and risks of this form of energy. 
The extraction of uranium as a fuel is already associated with considerable environmental pollution 
in the respective mining regions. Burning the nuclear fuel rods produces radioactive substances, 
such as plutonium, which are suitable for the construction of nuclear weapons. The operation of 
nuclear reactors, whether large or small, is always associated with the production of radioactive 
waste. To date, there is not a single disposal site in the world that could safely store this radioactive 
waste for the long period of 1 million years. Any further production of nuclear waste therefore repre-
sents a mortgage on the future that coming generations will have to pay off. 

2.2 Water 

With the increasing number of data centres, their water consumption is also on the rise. In this chap-
ter, we highlight the impacts of AI on water consumption. That is water withdrawal and permanently 
removing it from its source e.g., by evaporation. This consumption can occur in different areas. It 
can be directly caused by the data centre through the evaporation of water for cooling purposes 
(Scope 1), during the generation of electricity (Scope 2) or in the supply chain (Scope 3). In the 
following, we describe which cooling technologies are used in data centres, why they lead to water 
losses and what this means when extrapolated to the total of all data centres. In the supply chain, 
we distinguish here between the water consumption associated with the production of information 
technology and the water needed to generate the electricity to operate the data centre. The various 
water consumptions have a different regional reference. Therefore, it must be evaluated in each 
individual case whether this leads to a shortage of water for the population, agriculture or other 
industries and businesses, or whether there is sufficient water in the respective region.  

2.2.1 Cooling technologies 

A data centre converts all the electrical energy used to operate the IT into heat. At the same time, 
the devices are not allowed to heat up a lot. Thus, the energy consumed by a data centre must be 
removed from the computer rooms at relatively low temperatures. Therefore, the IT power must be 
counterbalanced by an equally powerful cooling technology. 

Simplified, there are three ways of getting the heat out of a data centre. Based on LBNL (2024) they 
are the following: 

 

Direct cooling is applicable when the air temperature outside it is below 12°C. The 
outside air can then be used to cool down the air in the data centre via a heat ex-
changer (also known as “economizer”). Instead of air as a cooling medium, water 
(e.g., river water) can also be used for direct cooling.  

 

Evaporative Cooling can be used in the case of hot and dry outside environments. 
The warm medium from inside the data centre is cooled by outside air whose tem-
perature is lowered by evaporating water. Dry cooler with adiabatic assist or evap-
orative cooling towers are used. 

 

Chillers are used when the difference of the warm medium from the data centre 
and outside temperature is not sufficient or negative i.e., outside it is warmer than 
inside. The chiller achieves the temperature difference by compressing a cooling 
agent (temperature increase) and by expanding it (temperature decrease). The heat 
transfer medium is circulated in a closed loop. The cooling principle of a chiller is 
comparable to that of a household refrigerator. 
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If applicable, direct cooling is the most energy-efficient cooling technology. Evaporative cooling is 
also energy-efficient, but results in water losses. The chiller technology requires the most energy. 
Evaporative cooling is therefore often used for energy-saving reasons, replacing electricity consump-
tion with water consumption (LBNL 2024).  

In many cases, two or three principles are combined, to achieve the most energy-efficient and flexible 
cooling system. Either in series or in parallel for different seasons of the year, depending on the size 
of the data centre and local climate conditions.  

In practice, the water consumption of data centres is often described using the key figure Water 
Usage Effectiveness (WUE). It is defined according to the EN 50600-4-9 standard and calculates 
the water consumption in litres per unit of electricity consumption of the information technology. The 
unit of WUE is litre/kWh. 

The water consumption of cooling systems can vary widely, ranging from 0 to more than 4 litres/kWh. 
The most water-intensive technology is a water-cooled chiller with an evaporative cooling tower with-
out an economizer. This technology has a water consumption of 2.3 to 4.1 litres/kWh and an average 
value of 3.2 litres/kWh (LBNL 2024). Liquid cooling in series and waterside economizers in parallel 
during favourable weather conditions can reduce average water consumption down to 2.0 litres/kWh. 
“Notably, the application of airside economizers with adiabatic cooling (water-cooled chiller) is prev-
alent among hyperscale data centres. Their optimized operational practices enable extensive use of 
airside economizers to support data centre cooling, with sporadic adiabatic cooling resulting in min-
imal water consumption” (LBNL 2024). Through the use of free cooling and economizers, the specific 
water consumption of data centres (WUE) is therefore significantly lower in practice than the individ-
ual cooling technologies consume on their own. 

Remark on waste heat utilization: The heat that leaves the data centre has the potential to be used 
for industrial purposes or domestic heating and save energy and fossil fuels at another place. Espe-
cially convenient solutions exist for high temperature waste heat e.g., from liquid cooling. In the dis-
trict heating network, the heat is transported by circulating water. Apart from the fact that this water 
has to be filled in once, it is not lost or evaporated, but recirculated. It shall not be confused with 
water evaporation in cooling systems. 

2.2.2 Water consumption of data centres worldwide 

For the US data centre market LBNL (2024) define four data centre sizes (“space categories”): 
1. Small, 2. Midsize and Colo, 3. Hyperscale and 4. AI specialized. For these sizes, together with 
their local distribution and the weather conditions of the USA, the study calculates an average water 
efficiency values per size. The resulting numbers are listed in Figure 2-5. They are average values 
that also include data centres that do not use water cooling. Therefore, the actual WUE of a single 
data centre can be significantly higher. 
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Figure 2-5: Average Water Usage Effectiveness in the US for different data centre sizes 
WUE in Litres/kWh 

 
Source: LNBL (2024) 

Depending on the size of the data centre and its technical specifications, water consumption in re-
lation to IT electricity consumption varies between 0.32 and 0.67 litres/kWh. The average value is 
0.36 litres/kWh. Scaled with the electricity consumption of the data centres in the USA, this results 
in 66 billion litres of water consumption by data centres in North America in 2023 (LBNL 2024). 
This number doubled during the last ten years and is expected to double again during the next four 
years (ibid.). The specific water consumption figures are estimates by LBNL (2024) based on simu-
lations. In practice, data centre operators have reported significantly higher values of up to 5 li-
tres/kWh in some cases.2 The following extrapolation of water consumption is therefore a con-
servative estimate and may actually be significantly higher. 

If we assume the same distribution of cooling technology around the globe as for the USA, we can 
scale the water consumption for the global data centre stock. This results in a water consumption 
of data centres globally of 175 billion litres in the year 2023.  

Figure 2-6: Estimated global water consumption by data centres 
Billion litres water consumption by data centres globally 

 
Source: Own estimation  

 
2  As reported by Ernst & Young during the workshop on the European Union data centre energy efficiency 

assessment and reporting scheme on 5 May 2025. 
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The 175 billion litres in 2023 can be broken down into 68 billion litres for traditional data centres, 
77 billion litres for cryptocurrencies data centres, and 30 billion litres for those specialising in AI. 
For AI specific data centres and for cryptocurrencies, which are also very computing-intensive and 
comparable to AI infrastructures, we assume a specific water consumption of 0.61 litres/kWh ac-
cording to LBNL (2024). For other data centres, we assume a value of 0.32 litres/kWh. The fore-
cast for water consumption up to 2030 is based on these figures. 

By 2030, absolute water consumption of data centres will have increased to a total of 664 billion 
litres, with conventional data centres accounting for 203 billion litres, cryptocurrencies data centres 
for 123 billion litres, and AI-specialised data centres for 338 billion litres. AI data centres will there-
fore consume more water in 2030 than conventional data centres and cryptocurrency data centres 
combined. As a result, average specific water consumption (WUE) will rise from 0.36 litres/kWh in 
2023 to 0.48 litres/kWh in 2030. 

2.2.3 Water consumption of AI chip production 

It is difficult to determine the water losses in chip production and even more difficult to allocate 
them to IT equipment for data centres or even AI specific data centres. We therefore only highlight 
individual data sources below and make estimations for the global chip production which will also 
include chips for other IT equipment. 

Taiwan Semiconductor Manufacturing Company (TSMC), the manufacturer for NVIDIA, withdrew 
105 billion Litres in 2022 and discharged 71 billion litres of wastewater. The water withdrawal per 
12-inch equivalent wafer mask layer was 137 litres/wafer (TSMC 2024). Ultra-pure water is an im-
portant process ingredient for chip production and intermediate cleaning. The production of ultra-
pure water requires a large amount of freshwater. The wastewater contains hydrofluoric (HF) acid 
wastewater, acidic, caustic, and organic wastewater, chemical mechanical planarization 
wastewater (containing copper and cobalt), sulfuric acid wastewater and other wastewater. (ibid.) 

TSMC has a market share of 64.9 percent in the global semiconductor foundry market (Statista 
2025). Thus, we can assume global water withdrawal for computer chip production of less than 200 
billion litres in year 2022. The rapid increase of production capacities happened mainly in the two 
years after. For AI chip production, we observe an increase of the output by a factor of 3 between 
2023 and 2024 (Vries 2025).  

In contrast, Water-Europe estimates 45 billion litres of wastewater in 2024 for the chip factories 
(fabs) in the EU, that have a production capacity of 10% of the global market (Calasso et al. 2024). 
If we take this amount as a basis for an estimate of global water consumption, we arrive at 450 bil-
lion litres worldwide, more than twice as high as the figure obtained from the TSMC data.  

2.2.4 Water consumption of electricity generation 

The generation of electrical energy requires not only primary energy sources such as coal, natural 
gas, uranium, wind or sun, but also water. Water is used in the exploitation of energy sources (e.g. 
in agriculture for bioenergy) and in the production of power plant technologies (e.g. generators or 
PV systems). To operate hydroelectric power plants, large reservoirs are dammed up, causing a 
significant amount of water to evaporate from the water surface. However, most power plants are 
powered by thermal processes. To generate a temperature difference for operating the generators, 
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they require cooling towers that continuously evaporate water. Fossil-fired power plants, nuclear 
power plants, geothermal and solar thermal power plants therefore all consume large quantities of 
water directly at the power plant site (Jin et al. 2019). 

The following figure shows the water consumption for various types of power plants.  

Figure 2-7: Water consumption of various power generation technologies (including manu-
facturing efforts and losses during operation)  

Litres water per kilowatt hour electricity [l/kWh] 

 
Source: own compilation based on Jin et al. (2019)  

Specific water consumption is shown in Figure 2-7 on a logarithmic scale so that the high water 
consumption of hydropower (almost 70 litres per kilowatt hour) can be represented. Among the 
other technologies, coal-fired power plants (2.33 l/kWh) and nuclear power plants (2.1 l/kWh) have 
particularly high water consumption. However, plants that use renewable energies, geothermal en-
ergy and concentrated sunlight to steam water, also require a comparatively large amount of water 
(1.81 l/kWh and 1.22 l/kWh respectively). At 0.85 l/kWh, the water consumption of gas-fired power 
plants (gas turbines) is slightly lower. And the lowest consumption is found in PV systems with 0.45 
l/kWh and wind power plants with 0.28 l/kWh. For the latter two plants, water consumption is domi-
nated by the manufacturing effort (Jin et al. 2019).  

With every kilowatt hour consumed in the data centre, additional water is being lost in the supply 
chain to produce the electricity. If we compare the water consumption of electricity generation 
(Scope 2 emissions) with the water losses directly in the data centre (Scope 1 emissions), we see 
that the water consumption in electricity generation is significantly higher. The ratio between the 
water losses in power generation to the direct losses in data centres must still be corrected by the 
PUE factor, because the energy consumption of non-IT equipment has to be added to the energy 
consumption of the IT, which is what the WUE value refers to. Therefore, the following formula ap-
plies: 

Ratio = Specific water consumption of power generation * PUE / WUE 

Assuming a value of Water Usage Effectiveness WUE = 0.36 litre/kWh for direct water losses in 
data centres, according to LBNL (2024), and an average global value for the Power Usage 
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Effectiveness of PUE = 1,55 from the year 2024 (Uptime Institute 2024) this results in ratios for the 
different power generation technologies as shown in Table 2: 

Table 2: Ratio between water losses in power generation to direct losses in data centres 
power generation technology Ratio 
Hydropower 301 
Coal 10 
Nuclear 9.1 
Concentrating Solar Thermal 7.8 
Geothermal 5.3 
Natural Gas 3.6 
Solar PV 1.9 
Wind 1.2 

Source: own calculation based on Jin et al. (2019), Uptime Institute (2024), LBNL (2024) 

By far the largest ratio between water losses from electricity generation and those from the data 
centre's cooling system occurs with electricity from hydropower (ratio 301). If the energy used to 
operate a data centre comes from a coal-fired power plant, the water losses in energy generation 
(Scope 2) are ten times higher than the direct losses (Scope 1) caused by the cooling system in 
the data centre. Nine times as much water is lost in the case of nuclear power, almost eight times 
as much in the case of concentrating solar power plants, and so on, up to twice as much in the 
case of photovoltaic electricity and roughly the same amount of water loss for wind power. This 
comparison in Table 2 shows, on the one hand, that the water losses from data centres are much 
higher than the amounts of locally lost water would suggest. On the other hand, the ratios also 
show that there is a high potential for savings by choosing a water-efficient power generation. 

2.3 Resources 

In this chapter, we estimate the material consumption of devices needed for AI. We highlight servers 
and data storage products as they are the material backbone of AI. The training and inference takes 
place predominantly in large server facilities. There is a trend though to integrate AI chips also in 
end-devices. At this point, we cannot quantify this trend. 

2.3.1 Raw materials for server and data storage production 

Servers and data storage products contain a variety of materials, most of them in very small amounts. 
Data availability for AI specific devices is limited. To grasp the order of magnitude, we use a standard 
server for our calculations. AI servers are likely to require more material in the power supply unit, 
heat sinks and the GPU. The most recent bill of material (BOM) of a standard server is compiled by 
Leddy et al. (2024). The total weight of a standard server is 15.82 kg which is dominated by the 
chassis made from iron or aluminium. All the included materials are grouped in Table 3.  

Table 3: Grouped bill of material of a standard server 
Raw Material group Amount in kg 
Iron and ferro-alloy metals  12.27  
Non-Ferrous metals  2.65 
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Critical raw materials (CRM)  1.42  
Strategic raw materials (SRM)  1.12  
Plastics  0.910  
Conflict Minerals (3TG)  0.0715  
Precious metals  0.0025  
Rare earth elements (REE)  0.0007  

Source: Leddy et al. (2024), sorted according to material groups laid down in (European Commission 2023) 

The raw material groups in Table 3 are overlapping e.g., 1.2 g of gold enter the precious metals, the 
non-ferrous metals and the 3TG conflict minerals. The four Conflict Minerals defined as 3TG in the 
EU Conflict Minerals Regulation are tin, tantalum (strategic raw material), tungsten (critical raw ma-
terial) and gold. All the four conflict minerals are used in server and data storage products (Gydesen 
and Hermann 2024). The list of Critical Raw Materials (CRM) underlies a political definition ad-
dressing supply concerns, first launched in 2008 in the EU Raw Materials Initiative (European Com-
mission 2023). 87 raw materials were screened by a criticality assessment in the 2023 report and 
34 selected for the CRM list. Strategic Raw Materials (SRM), revealed by the same screening, 
denote materials that are “important for technologies that support the twin green and digital transition 
and defence and aerospace objectives” (European Commission 2023). The Rare earth elements 
(REE) found in servers and data storage products are especially magnetic materials, praseodymium, 
neodymium, and dysprosium. They are essential for hard disk drives. The only materials found in 
servers that were not screened by the criticality assessment were plastics, barium, and calcium. The 
latter two make up 0.11kg and are classified with the non-ferrous metals. 

The CRMs are dominated by 1.42 kg aluminium (bauxite), the SRM by 1.0 kg copper. Both dominate 
the non-ferrous metals. The amount of all the other materials is small per product and component. 
Additionally, “the content of CRMs in PCBs [printed circuit boards] varies considerably (due to size, 
grade, application, included components, manufacturer etc.).” (Gydesen and Hermann 2024)  

2.3.2 Global data centre stock 

To get an idea of the order of magnitude of the raw materials used in data centres worldwide, we 
scale the raw material intensity per server with its electrical input power to the global electrical con-
nection power. This is a crude assumption which is not valid in detail. For example, the materials in 
processors and on the printed circuit board will scale with the power, but very different than the 
chassis and other components. Furthermore, this projection only takes into account the materials 
contained in the products and not those used for production or within the supply chain. 

LBNL (2024) estimates an average power consumption per server to 600 W. We have verified the 
figure for the EU stock with 15 million servers (Kamiya and Bertoldi 2024) and a connected IT ca-
pacity of around 9 GW in European data centres and arrived at the same average value. Thus, 
600 W per server is our reference point.  

In the same way, we can estimate the global stock of servers from the global energy consumption 
of 487 TWh in 2023. By taking into account an average PUE value of 1.55 (Uptime Institute 2024) 
and an average server utilization rate of 80%, we will achieve an IT connection capacity of 45 GW, 
which corresponds to 75 million servers in 2023. Based on the values of a single server (Table 3), 
we use this to calculate the resource footprint of the global data centre inventory in Table 4. 



Environmental Impacts of Artificial Intelligence  
 

29 

Table 4: Estimated raw materials bound in global server and data storage inventory in 2023 
Raw Material group Estimated amount in t for 

global stock 
Estimated material flow   

kg/MW/year 

Iron and ferro-alloy metals  920,000   5,100  

Non-Ferrous metals  200,000   1,100  

Critical raw materials (CRM)  107,000   592  

Strategic raw materials (SRM)  84,000   468  

Plastics  68,000   379  

Conflict Minerals (3TG)  5,400   30  

Precious metals  188   1  

Rare earth elements (REE)  53   0.3  

Source: Based on Leddy et al. (2024); (LBNL 2024; IEA 2024a), sorted according to material groups laid down in (European Commis-
sion 2023), estimated material flow with a refresh rate of ¼ per year. 

This rough calculation gives us an overview of how much raw material is contained in the existing 
server stock:  

‒ Steel: we compare the amount of iron and ferrous metals in servers to the amount of steel that 
is contained in the building of data centres. Whitehead et al. (2015) indicate that the data centre 
“structural infrastructure” contains 5.18 kg/kW/year of steel. It is understood to be the construc-
tion steel of the data centre building. The racks make up an additional 0.619 kg/kW/year. We 
divide the 920,000 t of ferrous metals (see Table 4) of the servers by 45 GW and an assumed 
average lifetime of 4 years (yearly refresh rate 1/4). This results in 5.1 kg/kW/year, which is 
quite similar to the construction steel in a data centre building. 

‒ Critical Raw Materials (CRM): The figure of 107,000 tonnes is dominated by aluminium, whose 
ore, bauxite, is classified as a critical raw material. Less prominent are strontium and tantalum, 
which account for 45 and 23 tonnes respectively. The global productions are 520,000 t and 
2,400 t respectively (Hatfield 2024; Friedline 2024).  

‒ The Conflict Minerals (3TG) tin, tantalum and tungsten contribute with 4,500 t, 23 t and 750 t to 
the global stock of raw materials in servers and storage products. For the latter two, this repre-
sents less than 1% of global production volumes of 2,400 and 78,000 tonnes, respectively. 

‒ Global Rare Earth Elements (REE) contained in servers sum up to approximately 53 t, com-
pared to 350,000 t annual oxide production and 110 Mt reserve (Cordier 2024).  

We can conclude from this estimation that relative to global production rate of raw materials the 
amounts of materials in servers and data storage products are hardly conspicuous. The raw materi-
als used in IT technology are not a significant driver of rising global demand for natural resources. 
The development of new raw material sources to meet demand, such as deep-sea mining, cannot 
be justified by the resource hunger of AI technology.  

Of greater strategic importance than raw material demand, however, appear to be dependencies in 
chip production, where we are seeing high market concentration. Taiwan Semiconductor Manufac-
turing Company (TSMC) has a market share of 64.9 percent in the global foundry market (see sec-
tion 2.2.3). This might be associated with import dependency but does not give rise to concerns due 
to environmental issues per se.  
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2.3.3 Recycling of Electronic Waste 

At the end of the useful life, the server and data storage devices end up as waste electric and elec-
tronic equipment (WEEE), or e-waste. AI significantly contributes to the creation of waste streams. 
“Generative AI technology could create between 1.2 and 5 million tonnes of e-waste between 2020 
and 2030” (Wang et al. 2024). This would add to the existing annual 62 Mio. t of e-waste globally 
(European Commission 2024; Baldé et al. 2024). 

Based on our own projection of expected resource requirements from the previous chapter, assum-
ing an average technology lifespan of four years, the annual amount of electronic waste from servers 
and storage products will be 0.2 million tonnes in 2023. The expansion of data centre capacities will 
increase this annual amount of e-waste to 0.8 million tonnes in 2030. Between 2023 and 2030, this 
will result in approximately 4.2 million tonnes of electronic waste from servers and storage products. 
Added to this will be e-waste from other data centre products such as network components, cables, 
batteries from uninterruptible power supplies, transformers, air conditioning systems, etc. 

It is to be feared that “a larger share of e-waste still ends up being exported illegally and is handled 
by informal recycling methods”, as Gydesen and Hermann (2024) describe. 

Due to very low concentration and high number of materials, the recycling of many materials is often 
economically not preferred.  This concerns especially chips and semiconductors and their doping 
materials. For other materials, such as Critical Raw Materials, there is still a very low recycling rate. 
“The main barriers are lack of recycling facilities and market infrastructure for recycled CRMs.” 
(Gydesen and Hermann 2024). 

Still, the equipped printed circuit board (PCB) i.e., the chips, conductors, heat sinks etc., contain the 
economically valuable materials. “The PCBs are both the component with the highest environmental 
impact and with the highest scrap price. PCBs have been identified as the most environmentally 
impactful components of DC equipment and the ones with the highest economic and environmental 
benefits if recycled by takeback schemes.” (ibid.) 

Widening the scope to other e-waste also, the Global E-Waste Monitor 2024 foresees “a drop in the 
documented collection and recycling rate from 22.3% in 2022 to 20% by 2030 due to the widening 
difference in recycling efforts relative to the staggering growth of e-waste generation worldwide”. 
Currently, just 1% of rare earth element demand is met by e-waste recycling (Kuehr et al. 2024). 

2.4 Indirect environmental impacts 

2.4.1 Beyond Direct Environmental Effects 

The public debate about ecological impact of AI currently focuses on “direct effects”. This is not 
surprising, given the striking numbers with respect to the obvious resource and energy footprints of 
AI hardware and their foreseeably exponential rise. However, this perspective is demonstrably nar-
row. It becomes increasingly clear that so called “indirect” and “systemic” environmental effects of 
AI are at least equally significant and have been insufficiently considered so far. Indirect (or “second 
order”) effects result from behavioural or structural changes as a consequence of the development 
and use of AI which in turn affect other processes, structures and lifestyles (Luccioni et al. 2025). 
“Systemic environmental effects” emerge, when indirect effects scale, as AI applications achieve 
widespread adoption, potentially reconfiguring entire economic sectors, cultural practices, and re-
source flows (Gailhofer et. al. 2025).  
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However, the terminology of “indirect effects” is itself problematic, as it may suggest minor ‘side 
effects’ that are not intended. Such “indirect effects” actually represent the core functionality of AI 
systems – by definition3, these systems are designed to modify their social or natural environment 
according to human-defined objectives, either by influencing human behaviour or by acting autono-
mously according to specific objectives. When recommender systems influence what consumers 
buy, or when production optimization software reshapes how industries operate – these aren't sec-
ondary or indirect effects; they represent the very essence of what these systems are built to do.4 
Insufficient attention on such effects may have important political implications: As Clutton-Brock et 
al. (2021) suspect, the disproportionate emphasis on computational emissions may deflect attention 
from more fundamental questions about how AI technologies are deployed to advance existing eco-
nomic and political agendas. A too “narrow focus on direct emissions”, as Luccioni et al. (2025) ade-
quately point out, also “misrepresents AI's true climate footprint, limiting the scope for meaningful 
interventions”.5 A critical analytical challenge thus lies in understanding how these technologies are 
instrumentalized to perpetuate existing patterns of resource exploitation and consumption-driven 
growth. 

2.4.2 “Indirect effects” of AI: A Typology 

With respect to such “indirect effects” of AI systems, we should broadly differentiate between in-
tended and unintended environmental effects. Intended “indirect effects” directly result from an AI 
system's primary purpose and the underlying business models driving its development. In contrast, 
unintended environmental indirect effects represent what can be called the “ecological alignment 
problem” (Gailhofer et al., 2023, cf. Gaffney et.al., 2025). This refers to the challenges of ensuring 
that AI technologies actually perform in ways that align with their providers' or users' original goals. 
These unintended effects can manifest through various specific mechanisms. To date, detailed sci-
entific analyses of the risks of AI systems have mainly focused on safety aspects or more general 
ethical problems, e.g. with regard to discrimination against people. Some of the phenomena de-
scribed in such analyses, however, can be plausibly extrapolated with regard to environmental risks. 
Whilst research into environmental effects is still in its infancy, the first detailed studies illustrate how 
AI systems shape behaviour in environmentally significant ways and support such general consid-
erations.  

2.4.2.1 Intended environmental effects: Steering towards environmental harm 

As an example6 for intended “indirect effects”, scientists observing the use of predictive AI in the 
mining sector note a strong focus on economic and financial optimization. AI applications are pri-
marily designed to streamline resource discovery and extraction. While some synergies with 

 
3  Prominently Article 3 of the EU AI Act defines an AI system as a machine-based system that is designed 

to operate with varying levels of autonomy and that may exhibit adaptiveness after deployment, and that, 
for explicit or implicit objectives, infers, from the input it receives, how to generate outputs such as predic-
tions, content, recommendations, or decisions that can influence physical or virtual environments. 

4  Compare Gailhofer et. al., Umweltrechtliches Regulierungskonzept algorithmenbasierter Entscheidungs-
systeme, Scientific Report for the Environmental Protection Agency, Chap. 2.2.2., forthcoming 2025, see 
https://www.oeko.de/projekte/detail/umweltrechtliches-regulierungskonzept-algorithmenbasierter-
entscheidungssysteme/.  

5  In view of this (not least political) relevance of the terminology, it may be plausible to speak of “steering 
effects” instead of indirect effects of AI.), Wolfgang Hofmann-Riem proposes the concept “Techno-Steer-
ing” (see Hofmann-Riem 2022, 137), cf. Gailhofer (2025). Given the prevalent use of the term “indirect 
effects” in the scientific debate, we will continue to apply it here, albeit in inverted commas. 

6  For a more comprehensive account see, for example, Gailhofer et. al. (2025), Gailhofer et. al. (2021). 

https://www.oeko.de/projekte/detail/umweltrechtliches-regulierungskonzept-algorithmenbasierter-entscheidungssysteme/
https://www.oeko.de/projekte/detail/umweltrechtliches-regulierungskonzept-algorithmenbasierter-entscheidungssysteme/
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environmental goals exist, promising ecological use cases – like mine waste disposal or long-term 
production optimization – receive little to no attention from AI modelers (Corrigan & Ikonnikova 2024). 
Instead, AI tools enable companies to analyse vast geological datasets to identify previously over-
looked mineral deposits and accelerate the pace at which new extraction projects are developed (cf. 
Dauvergne 2022). To this end, the Norwegian University of Science and Technology (NTNU), for 
example, has established the 'Centre for Integrated Operations in the Petroleum Industry', which 
focuses on the development of novel AI-based methods for optimizing oil and gas production (Dale 
& Uglane 2018). 

In a comparable manner, ”smart farming” applications often focus on use cases of large conventional 
farms and thus potentially weaken the competitiveness of smaller and possibly more sustainably 
producing farmers (Bronson et. al. 2021). Others observe, that such systems often optimize for yield 
and efficiency and, for example, prioritize the production of a few crops, neglecting biodiversity: 
“Since the economic benefits of automation and associated applications of AI and automation seem 
to be the greatest for larger farms, investments in these technologies could create strong incentives 
for both larger and more simplified agricultural landscapes, despite evidence that smaller farms tend 
to be most productive and biodiverse over longer time periods." (Galaz et. al. 2021).  

Dauvergne (2022) points out regarding the AI implementation in global supply chains, that significant 
environmental impacts of AI applications may follow from so called rebound effects – sometimes 
associated with the narrower concept of the Jevons paradox – where technological efficiency gains 
lead to increased consumption of energy or resources7: AI-driven optimization in logistics, produc-
tion, and resource management frequently produces micro-level efficiency improvements. However, 
these gains frequently trigger systemic rebound effects. Transnational corporations typically reinvest 
cost savings from AI technologies into expanded production, potentially neutralizing or reversing 
initial environmental benefits. For example, AI-enhanced logistics that reduce per-unit transportation 
emissions may simultaneously incentivize increased shipping volumes, maintaining or expanding 
total environmental impact. Dauvergne also highlights the role of AI in corporate greenwashing strat-
egies. Transnational Corporations (TNCs) leverage AI's potential for energy optimization and waste 
reduction in Corporate Social Responsibility (CSR) communications, while simultaneously obscuring 
the technology's significant environmental costs, such as elevated data centre energy consumption, 
and growing electronic waste volumes (Dauvergne 2022). 

Ecologically harmful “indirect effects” are not limited to commercial applications. Innovations regard-
ing autonomous vehicles (AVs) present a good example of such effects related to consumer appli-
cations. Research by Millard-Ball using traffic simulation with real San Francisco data revealed strik-
ing environmental consequences: since autonomous vehicles don't need to park, they could simply 
circle city blocks at low speeds while waiting for their owners. This would lead to a 90 percent reduc-
tion in parking costs, while simultaneously entailing a considerable increase in travel distances as 
autonomous vehicles continuously circle or seek out more distant parking spaces. The simulations 
showed this could more than double vehicle traffic in urban centres (Millard-Ball 2019). 

The rise of “persuasive systems” powered by generative AI may reshape consumption patterns with 
remarkable precision. Modern recommendation systems don't just suggest products similar to what 
consumers have purchased before; they identify psychological triggers and optimal moments to in-
fluence behaviour (cf. Sanderson 2023). When such applications in online shopping suggest a com-
plementary product at the perfect psychological moment during checkout, or when food delivery 
apps use predictive analytics to suggest ordering just as the user`s hunger typically peaks, they're 

 
7  For a detailed analysis of problems related to rebound effects in the environmental discourse on AI see 

Luccioni et al. (2025). 
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not merely responding to existing desires – they are actively shaping behaviour toward increased 
consumption (cf. Rohde et. al. 2021). 

2.4.2.2 Unintended Environmental Effects: The Ecological Alignment Problem 

Beyond intended indirect effects, AI systems generate unintended environmental impacts through 
problems of ”ecological alignment” (Gailhofer et. al. 2023, Gaffney et.al., 2025). The concept of 
”alignment” here refers to the tendency of AI systems to deviate from their initially programmed goals 
through autonomous adaptation, potentially generating outcomes that diverge from the original in-
tentions of the provider or user of a system. AI technologies exhibit basic structural features that can 
generate unintended negative impacts across various contexts. According to broad, more general 
research, e.g. by Stray (2020), Cave & ÓhÉigeartaigh (2019), and Baum (2020), these limitations 
include structural tendencies to prioritize rather narrow optimization metrics, struggle with represent-
ing complex pluralistic values or goals, discount long-term consequences, or risk generating harmful 
feedback loops. While these challenges, again, are not specifically environmental, they suggest that 
significant risks generating unintended consequences can also occur when technological systems 
are applied to complex, environmental domains.  

Some scientific analyses of the emergence of unintended environmental indirect effects indicate that 
it is plausible to extrapolate such more general observations to the issue of environmental effects.  

AI applications thus may generate unintended consequences through systemic misalignments be-
tween technological systems and ecological complexity. Contextual nuances, local knowledge, or 
unexpected human behaviours are prone to be inadequately integrated into the system’s design and 
implementation. As a prominent example, data biases emerge from critical limitations in data collec-
tion and representation that fundamentally distort the output of AI systems, potentially with severe 
environmental effects. Corrigan and Ikonnikova (2024) show how predictive AI tools in the mining 
sector predominantly incorporate geological and economic variables while systematically excluding 
environmental dimensions such as groundwater contamination, habitat fragmentation, or community 
health impacts. 

Another example, as an instance of what has been called a “transfer context bias”, AI systems de-
veloped for large, data-rich industrial agricultural operations fail when directly applied to different 
contexts, such as small-scale farming systems. They thus encode assumptions that become prob-
lematic when moved outside their original environment (Galaz et. al. 2021). Similarly, gaps in the 
stakeholder knowledge and preferences represented in data create systematic exclusions, as Bron-
son et al. (2021) document in agricultural AI applications. Such applications, again, predominantly 
reflect industrial agricultural models while marginalizing local ecological knowledge and sustainable 
practices. Finally, problems may result from unanticipated human-AI interactions, when farmers mis-
interpret soil condition recommendations (“interpretation bias”). Instead of optimizing resource use, 
such users build on AI-recommendations to maximize fertilizer application, contradicting the tech-
nology's intended environmental goals (Galaz et. al. 2021). The complexity of input factors leading 
to environmental effects also implies specific problems of responsibility and attribution: For instance, 
who is responsible if an algorithm results in an automated application of inputs like pesticides that is 
inappropriate (reducing yields and increasing costs) or even forbidden (e.g., using larger quantities 
than allowed)? Is it the farmer, the hardware provider, or the software provider? (Finger 2023). 

It is important to note that the same technological capabilities that generate environmental risks on 
the other hand offer significant potential for ecological benefits. Such potentials highlight the critical 
importance of strategically indirect AI-based instruments towards “green” objective functions. While 
much discourse emphasizes AI's efficiency potentials and capacity to generate novel environmental 
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knowledge, these technologies also present innovative regulatory tools. Davidova and Sharno 
(2023) demonstrate AI's potential as ”smart regulation” tools in agrifood sectors, capable of improv-
ing environmental management standards and enhancing regulatory compliance. Xu (2024) further 
documents AI systems' transformative potential for Environmental, Social, and Governance (ESG) 
risk assessment, revealing their capacity to analyse complex value chain interactions through ad-
vanced technological governance mechanisms.  

3 Self-declarations of tech companies 

3.1 Sustainability pledges  

Tech companies are trying to present themselves as sustainable. Their corporate sustainability re-
ports (CSR) give the impression of an ever more efficient digital sector, supporting and enabling 
carbon neutrality.  In this context, data centre operators and owners have set up the Climate Neutral 
Data Centre Pact (CNDCP), a pledge to make data centres in Europe climate neutral by 2030 
(CNDCP 2025a). The Self Regulatory Initiative sets targets in five areas: energy efficiency, clean 
energy, water, circular economy and circular energy systems.  

For energy efficiency, new and existing data centres shall reach a Power Use Effectiveness (PUE) 
of no greater than 1.3 in cool climates and 1.4 in warm climates until 2030. The clean energy target 
requires data centres to source 75% of their electricity from renewable energy or hourly carbon-free 
energy by the end of 2025 and 100% by 2030. Neglecting the production of radioactive waste and 
tremendous risks associated with nuclear energy, the CNDCP accounts nuclear power as clean 
energy. In terms of water usage, new data centres in water-stressed cool climates that use potable 
water must not exceed a Water Usage Effectiveness (WUE) of 0.4 litres/kWh. For existing facilities, 
the requirement applies by 2040, only when the cooling system is upgraded. The circular economy 
goal encourages companies to assess 100% of server equipment for reuse, repair, or recycling and 
set a target percentage for repair and reuse by 2025. It promotes an increase in the amount of server 
material repaired or reused, but without a strict performance indicator. Finally, for circular energy 
systems, signatories are only required to explore possibilities to interconnect with waste heat users, 
and evaluate whether heat reuse is practical, environmentally beneficial, and cost-effective (CNDCP 
2025a). 

In March 2025 the pact had 129 signatories, including four out of the five above mentioned leading 
players in the field of artificial intelligence. Google, Amazon (represented by their cloud provider 
AWS), Meta and Microsoft are all signatories to the pact and theoretically commit themselves to its 
targets  (CNDCP 2025b).  

3.2 Analysis of sustainability reports 

To analyse the company´s self-declarations and the current state of the implementation of the 
CNDCP, the sustainability reports haven been searched for their claims in the five target areas in-
troduced above (Google 2024a; Apple, Inc. 2024; Amazon 2024a; Microsoft 2024; Meta 2024a).  
This was done using 2024 reports from all five major tech companies, including Apple, even though 
they did not sign the CNDCP. Data and information which is not published in these reports was not 
considered. With one exception: where the sustainability reports did not provide sufficient information 
on the use of nuclear energy, other publicly available sources were used to complement the analysis.  

In the corporate sustainability reports, many sustainability efforts are presented in a way that makes 
it difficult to assess their actual impact. Reports often use overly specific claims, such as stating 
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that almost 100% of particular server racks were recycled, without providing broader context on 
overall recycling rates  (Amazon 2024a). At the same time, many statements remain vague, like 
mentioning that renewable energy projects are located in the same grid as data centres, without 
clarifying whether this applies to all or just a few projects (Meta 2024a). Similarly, terms like "major 
commercial partner" in renewable energy initiatives lack clear definitions (Microsoft 2024). 

A key issue is the frequent lack of reference points, for example, companies report energy savings, 
repaired components, or recycling rates, but without stating how these figures relate to total energy 
use or material consumption, making their relevance unclear.  

Additionally, companies showcase a wide range of initiatives and pilot projects, yet they rarely pro-
vide transparency on the scale of their potential impact in relation to the constantly increasing energy 
and resource consumption of data centres. This lack of clarity makes it even more difficult to eval-
uate the sustainability claims. 

In the following sections, the sustainability claims are summarised for each of the five targets of the 
CNDCP, supplemented by the topic of nuclear energy, which is not defined as clean energy here, 
but is shown separately due to its special risks. 

3.2.1 Energy Efficiency 

Tech companies emphasize energy efficiency improvements in their reports, mainly showcasing po-
tential savings compared to older technologies or previous years. However, these reports rarely put 
savings into context with the total electricity consumption of data centres, which continues to rise. In 
fact, total energy use is hardly ever mentioned, and when it is, it is compared to global electricity 
demand, making the industry's share appear minor (Google 2024a). As required by the Climate 
Neutral Data Centre Pact (CNDCP), its members report the Power Usage Effectiveness (PUE) of 
their data centres. This is mostly done compiled as a global average, where the target is met with 
values from 1.08 to 1.15. Overall, companies focus on the potential of AI to drive efficiency (Green 
by AI). For example, Meta claims that AI applications enable a smaller footprint for similar computing 
power compared to older data centres (Meta 2024a). While these efficiency gains are important, 
there is a lack of transparency around total electricity use and the increasing energy demands of AI.  

3.2.2 Renewable Energy 

The claim to use 100% renewable energy for data centres is one of the most prominently reported 
achievements by the tech companies, presenting themselves as leaders in corporate renewable 
energy procurement. All five companies report a 100% match of their data centre’s electricity con-
sumption by renewable energies. This match is primarily done through different types of certificates 
and power purchase agreements (PPAs) on a global and annual basis. However, this accounting 
method allows for methodological loopholes, as energy production may not always align with actual 
consumption patterns. A Guardian article suggests that data centre emissions could be 662% higher 
than what companies report (O'Brien 2024). Even Google acknowledges this discrepancy, noting 
that despite maintaining a 100% renewable energy match, its greenhouse gas emissions continue 
to rise. To address this issue, Google promotes local and hourly accounting rather than annual 
matching on a global level (Google 2024a).  All sustainability reports highlight exemplary renewable 
energy projects, such as investments in solar, wind, geothermal energy, and renewable diesel for 
backup power. While these efforts contribute to more renewable energy in the grid, they are not set 
in relation to the overall and ever-increasing electricity demand of data centres and the remaining 
gap which is currently filled by fossil and nuclear power plants.  
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3.2.3 Nuclear Energy 

Leading players in the field of AI are increasingly turning to nuclear energy to meet the growing 
electricity demands of their data centres, often framing it as a carbon-free, stable, and abundant 
energy source. Google explicitly defines nuclear as clean energy and has signed agreements to 
purchase electricity from small modular reactors (SMRs) (Google 2024b). Amazon similarly justifies 
its investments in nuclear and has signed three new agreements to support nuclear projects, includ-
ing SMRs (Amazon 2024b). Meta has gone a step further, expressing interest in developing its own 
nuclear power projects specifically to power its AI data centres, which require massive amounts of 
energy (Meta 2024b). Microsoft promotes "advanced nuclear" as a key part of its carbon-free elec-
tricity strategy (Microsoft 2024), yet the term "advanced" is not clearly defined, leaving questions 
about what distinguishes these projects from conventional nuclear power. Apple stands out as the 
only company in this analysis that has not publicly announced any plans to invest in or to use nuclear 
power.  

3.2.4 Water Efficiency 

Water Usage Effectiveness (WUE) is used as key metric in the CNDCP with regards to water effi-
ciency (see chapter 3.1). Those companies which publish their WUE are all complying with 
CNDCP limits, ranging from 0.18 l/kWh to 0.3 l/kWh (Meta 2024a; Microsoft 2024; Amazon 2024a).  
The companies highlight year-over-year improvements. However, these reports do not contextual-
ize WUE in relation to total water consumption, making it difficult to assess the true impact of effi-
ciency measures. In contrast, Google discloses its total water use of their data centres, which in-
creased by almost 20% in 2023, reflecting the similar rise in electricity demand but does not men-
tion the WUE. The majority of information on water usage relates to water stewardship initiatives, 
freshwater replenishment projects and certifications from the Alliance for Water Stewardship. Ama-
zon and Meta claim to become "water positive," pledging to return more water to communities than 
they consume in their direct operations (Amazon 2024a; Meta 2024a). However, this approach 
does not account for regional differences in water stress, raising concerns about whether these ini-
tiatives truly benefit the areas most affected by water scarcity. The average WUE also conceals 
information about which regions consume the water, as an article in The Guardian points out: “In 
2023 Microsoft said that 42% of its water came from “areas with water stress”, while Google said 
15% of its water consumption was in areas with “high water scarcity”. Amazon did not report a fig-
ure.” (Barratt 2025) 

 

3.2.5 Circular Economy 

Circularity in data centres is mainly addressed by reporting on the share of decommissioned com-
ponents which are kept in circulation. Some companies publish ‘waste diversion rates’, which range 
between 80 and 90% (Google 2024a; Apple, Inc. 2024), but they do not specify how this diverted 
material is handled, whether it is repaired, reused, or recycled . Similarly, Google reports to have 
resold 7 million hardware components from data centres -  failing to define what qualifies as a "com-
ponent" or what share of total materials this represents (Google 2024a). Data on repaired and reused 
components within data centres remains limited, with a few exceptions. AWS reports that 13% of its 
spare parts come from its own reuse inventory, giving some insight into internal material circulation 
(Amazon 2024a). Meta states that "hundreds" of new server racks include reused components, but 
without quantifying their share of total racks (Meta 2024a). They are engaging in the Open Compute 
Project, which promotes standardized, modular and reusable hardware for data centres (Open 

https://cdn-dynmedia-1.microsoft.com/is/content/microsoftcorp/microsoft/msc/documents/presentations/CSR/2024-Environmental-Sustainability-Report-Data-Fact.pdf
https://www.gstatic.com/gumdrop/sustainability/google-2024-environmental-report.pdf
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Compute Project 2025). While companies highlight some progress in extending the lifespan of data 
centre hardware, the lack of detailed data makes it difficult to assess the actual impact of these 
initiatives. Without clearer reporting on how much material is reused versus recycled or resold, it 
remains uncertain how effectively companies are reducing waste and resource consumption. 

3.2.6 Waste Heat Reuse 

None of the companies reported exploring options or having specific plans to implement waste heat 
recovery projects. Only Google reported being in line with all five CNDCP targets including circular 
energy systems (see chapter 3.1), but as the target is rather vague it is not clear at what stage a 
potential use of waste heat from Google data centres is. 

4 Sustainable artificial intelligence 

How can developers and users of artificial intelligence ensure that it is sustainable and does not 
harm the environment, society or the economic system, but rather makes a positive contribution in 
all dimensions of sustainability? Answering this question would, of course, go beyond the extent of 
this short study. 

However, various scientists and institutions have already considered the topic of sustainable artificial 
intelligence from a wide range of perspectives in the past. Based on existing discussions, the 
AI4People project developed an ‘Ethical Framework for a Good AI Society’ (Floridi et al. 2018), which 
applies social standards to AI applications (beneficence, non-maleficence, autonomy, justice, expli-
cability). In 2021, the SustAIn project (Rohde et al. 2021) published sustainability criteria for artificial 
intelligence and specified concrete minimum requirements in the sustainability dimensions of envi-
ronment, society and economy, which can be assessed using a checklist. When it comes to the 
practical application of good AI practices, sustainability criteria are often reduced to environmental 
aspects. The white paper on ‘Sustainability of AI’ published by the consulting company Ramboll 
(Dubois et al. 2024) calls for efficient hardware and software and provides guidance on evaluating 
the environmental impact of the actual AI application, which we referred to as ‘indirect effects’ in 
section 2.4.2. In its ‘Principles for Green Artificial Intelligence,’ Deutsche Telekom (2024) sticks to 
simple rules that start with the use of green electricity, continue with the selection of suitable, lean 
AI models, the optimal use of hardware resources and code optimization, and end with the disclosure 
of CO2 figures. 

Based on these different approaches, we have summarised below the most important points that 
should be taken into account when developing AI applications and evaluating them. 

1. Objective for sustainable AI 

Artificial intelligence can only be sustainable if it is developed with the aim of increasing sustain-
ability. Systems that are designed, for example, to increase efficiency, reduce costs or accelerate 
processes may be sustainable, but there is no guarantee that they will be used in a sustainable 
manner. Clear objectives should be set to define the positive characteristics of AI systems and 
prevent them from being misused. 

2. Necessity of AI 

Is the use of artificial intelligence, with its associated environmental impacts, appropriate for the 
objective in question? It is very appealing to stop structuring certain tasks clearly and developing 
rule-based algorithms, and instead use machine learning to perform the task. In many cases, 
however, there are already very good conventional solutions for specific tasks, often even 
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analogue or human solutions. Therefore, before developing an AI solution, it should always be 
checked whether artificial intelligence is the right tool for the task at hand. 

3. Tailor-made solutions (sufficiency) 

There is a huge range of AI models of varying complexity and scope that can be used to solve 
specific tasks. In the interests of sustainability, models should be selected that require particularly 
little data, little computing time for training and inference, and only little hardware requirements. 
This criterion also includes the selection of suitable, high-quality and non-discriminatory training 
data for machine learning. 

4. Optimization of software and hardware (efficiency) 

The optimization of code, data formats and software architectures offer considerable potential for 
savings. The same applies to the efficient use of hardware and other technology, which can also 
be optimized from a resource conservation perspective. This optimization should be integrated 
into development through a continuous improvement process (build-measure-learn). By choosing 
explicitly sustainable data centre infrastructures (use of renewable electricity, high efficiency, 
waste heat utilisation, circularity, etc.), the negative impacts of technical systems can be mini-
mised. Appropriate metrics should be used to continuously monitor the energy consumption and 
other environmental impacts of AI applications during development and application (inference) 
and to optimize them in the form of a continuous process (build-measure-learn loop). 

5. Disclosure of sustainability impacts (transparency) 

If an AI application claims to be sustainable, it must assess and disclose its sustainability impacts 
using a transparent and verifiable method. This should include both direct negative environmental 
impacts, such as energy and resource consumption, and any positive effects on the application 
side (‘indirect effects’). AI applications are only sustainable if the positive effects outweigh the 
negative ones. In the medium term, all AI services should be equipped with a live-generated data 
package that provides information about their current sustainability impacts. This data package 
could be presented in a practical, easily interpretable form, such as a label or product passport. 

5 Policy options 

The direct effects of AI are considerable. Its infrastructure consumes an exponentially increasing 
amount of energy, water, land, and a wide range of raw materials, and is associated with non-negli-
gible negative environmental impacts. In addition, there are the environmental impacts of the AI 
application itself, which are referred to here as “indirect effects”, as well as systemic environmental 
impacts. Due to the leverage effect of AI, these effects are expected to far exceed the direct effects. 
Even if some AI applications also enable positive environmental impacts (such as the optimization 
of technical systems), it cannot be assumed that these environmentally positive options will be used 
and that they can compensate for the negative effects. It is much more likely that, in an unregulated 
market, there will be ever-greater use of AI applications that offer high economic potential, have a 
high level of convenience or entertainment value and accelerate consumption overall. It is therefore 
crucial to ensure through political measures that AI does not become a threat to climate protection 
targets, resource conservation and a green transformation. The following sections therefore show 
the options for action in various areas to intervene in development in line with environmental protec-
tion goals. These options for action can be designed with varying degrees of obligation, starting with 
recommendations, voluntary information instruments, economical instruments, legal information ob-
ligations, minimum requirements or prohibitions. 
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5.1 Transparency about environmental impacts of data centres and AI services  

The aim of this policy option is to create transparency with respect to the environmental impacts 
of AI-systems. Public authorities and the legislator need to be informed about environmental risks 
and impacts to be able to take regulatory measures. Consumers, professional buyers and public 
clients should be able to identify environmentally friendly alternatives and procure them with prefer-
ence. Market dynamics should be used to ensure that AI systems continuously improve their envi-
ronmental performance. One prerequisite for this is that competition should not be based on dubious 
environmental claims, but on clear standards and assessment methods that address the full range 
of problems.  

The possibilities for creating more transparency are as follows: 

• Mandatory data collection and publication of energy consumption and efficiency indicators for 
data centres used for AI. This option is already being pursued in the European Energy Efficiency 
Directive with the newly created European Data Centre Register (European Parliament 2023), 
with the limitation that the data is aggregated and not publicly available. This register should there-
fore be further developed and made globally available. 

• Introduction of a mandatory efficiency label for data centres, comparable to the energy perfor-
mance certificate for buildings or the efficiency labels for household appliances. A draft has been 
presented by Gröger and Behrens (2023). 

• Disclosure of the environmental footprint of cloud services, including AI services.   
When using digital services online, information on the respective environmental impacts of these 
services, for example greenhouse gas emissions, energy and water consumption and raw material 
demand in relation to a single request or a suitable utilisation unit, should be delivered directly with 
the service data stream. This enables a comparison of different service providers, an environmen-
tally friendly accounting system and the definition of environment-related metrics that can be op-
timized over time (Gröger and Liu 2021). 

• Mandatory environmental information in a contractual relationship: When invoicing or licensing 
an AI service, the provider should disclose the environmental impacts caused (e.g. CO2 emissions 
or amount of radioactive waste) to its customer in a binding manner. A similar obligation was 
introduced for French internet providers from the beginning of 2022 (Ministère de la Transition 
Ecologique 12/23/2021). 

• To avoid customer lock-in effects and to enable an easy provider change, standardised data 
interfaces for cloud services should be defined and introduced on a mandatory basis. This helps 
to prevent the concentration of AI capacities on a few tech providers. The open standard ‘Sover-
eign Cloud Stack’ (Open Source Business Alliance - Bundesverband für digitale Souveränität e.V. 
2025) can serve as a model here. 

• Certification of environmentally friendly artificial intelligence. AI systems that actively con-
tribute to environmental goals (after subtracting their direct ecological impact) should be able to 
make this visible and receive the appropriate attention and market advantages for doing so. To 
this end, transparent criteria and verification mechanisms should be developed that allow for the 
certification of sustainable AI (eco-labels for eco-friendly AI). 

5.2 Better integration of data centres into energy grids 

The local availability of energy must be taken into account. Large data centres, and AI data centres 
in particular, place a significant burden on local power grids. They reduce the availability of electricity, 
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lead to rising electricity prices and threaten climate protection targets in the energy sector. When 
selecting locations, it should therefore be ensured that the additional energy is sufficiently available 
and does not lead to an undesirable extension of the operating times of fossil fuel or nuclear power 
plants. 

The use of renewable energies in data centres should become the norm to ensure that they do not 
cause additional greenhouse gas emissions or increase nuclear risks. However, there must be a 
match between renewable energy generation and electricity consumption. When reporting on the 
share of renewable energies used to operate data centres, only those quantities of electricity that 
have been generated on an hourly matching basis and fed into the same electricity grid can be 
recognised (Beyond Fossil Fuels 2024). 

The stress on the power grids is reduced when the energy consumption of the data centre matches 
the supply on the generation side. Data centres must be able to regulate their electrical power 
according to the electricity supply. In doing so, they contribute to making the demand for electric-
ity more flexible and to better integrating fluctuating renewable energies. Computing work must then 
be shifted to or from other data centres as needed. Existing data centre strategies, especially for 
hyperscale and AI data centres, aim to keep utilisation as high as possible, preferably around the 
clock, in order to achieve the fastest possible return on investment. Only through regulatory inter-
vention can this economic interest be reconciled with the interest in ensuring the stability of the power 
grids. 

Data centres can also help to make electricity grids more flexible by providing electricity storage 
capacity. Instead of making data centres maintain their own fossil fuel power generation plants, as 
is sometimes the practice, data centres should be required to maintain electricity storage capacity 
(e.g. battery storage). 

Data centres can contribute to the energy transition by providing waste heat. This can be used 
to replace (fossil-fuel-based) heating systems via residual heat networks. The integration of data 
centres into local heating networks and a requirement for a minimum proportion of reused waste 
heat (energy reuse factor) should therefore be a prerequisite for the granting of operating licences 
for new data centres. 

5.3 Increasing the energy and resource efficiency of AI applications 

AI developers should be able to easily identify and use lightweight and energy-efficient AI models. 
To achieve this, standardised efficiency indicators should be developed for AI models. AI appli-
cations should report live on their energy and hardware requirements during training8, operation 
(inference) and retraining. 

Hardware life cycle management: The responsible use of hardware resources and the recycling 
of AI components should be part of every AI system design. To ensure this, material flows should 
be documented in the planning phase and strategies developed in the industry for how the technical 
lifespan can be extended, electronic waste reduced, and finally disposed of and recycled in an envi-
ronmentally friendly manner. An extended product responsibility of the providers also applies to dig-
ital services. Even with AI services, profits must not be privatised, and the environmental conse-
quences socialised. 

 
8  See as an example AI Energy Score: https://huggingface.github.io/AIEnergyScore/ 
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5.4 Adapting the legal framework conditions 

The European AI Act, with its requirements for high risk and large general-purpose AI models, and 
the EU Energy Efficiency Directive, with its requirements for data centre reporting, already provide 
some suitable technology-specific rules for addressing a range of environmental problems associ-
ated with AI applications and AI data centres. However, they do not yet match the extent of the 
ecological implications of AI. The AI Act contains a whole range of governance instruments designed 
to help provide information on the undesirable effects of AI systems and to intervene effectively. 
However, its rules are strictly ‘anthropocentric’ and largely ignore environmental effects. In contrast, 
the existing rules of environmental law are hardly adapted to the new, complex and opaque AI tech-
nologies. It is therefore necessary both to supplement European technology law and to make envi-
ronmental law AI-ready. This is why AI regulation needs to be amended to include specific environ-
mental aspects and environmental law needs to be expanded to include effective ‘technology gov-
ernance’ (cf. Reuel et.al. 2024, Gailhofer et. al. 2025). A range of such technology- and environment-
specific changes to the legal framework could help to minimise the environmental risks of AI and 
promote its ecological potential.  

Key options for regulatory measures can be summarised as follows (for a comprehensive analysis 
see Gailhofer et.al. 2025).  

• Data access rights for scientific assessments of environmental impacts: The evaluation of 
the indirect effects of AI applications in particular is complex. Much of the information needed to 
understand causes and effects of environmental risks of AI is kept secret. In order to understand 
how the increasing use of such applications affects human behaviour, business processes and 
the environment, and how AI systems themselves continue to evolve in complex social and eco-
logical contexts, scientists should be given access to data sets and models of ecologically sensi-
tive applications. Access to such data would enable an independent assessment of their ecological 
impact.  

• Data access rights, like other mechanisms for establishing transparency (see above 5.1), can 
contribute to better information on the existence, causes and extent of environmental risks. Build-
ing on the improved information base, ecologically particularly sensitive systems should be 
subject to stricter risk analyses and reporting obligations. For example, notification systems 
for AI applications could be considered that require disclosure when AI is used in ecologically 
sensitive areas. Such a system would enable monitoring and early intervention in high-impact 
applications through defined thresholds and reporting mechanisms for relevant sectors.  

• In addition, data governance obligations for ecologically sensitive AI applications should man-
date defining the purposes of data usage and ensuring data completeness and quality during 
training. Sector specific rules, aligned with the narrower provisions of the EU AI Act, could also 
help prevent data biases in environmental applications. 

• Another reasonable option is an impact assessment framework that provides for the structured 
and more specific evaluation of AI systems' environmental effects before deployment. An obliga-
tion for companies to implement such an assessment could prevent harmful applications and iden-
tify improvement opportunities through methodologies that capture both direct and indirect/sys-
temic effects. For instance, the identification of suitable data centre locations and the approval of 
construction projects should be based on criteria that take into account the availability of sufficient 
and timely available electricity, space, water and, where appropriate, heat sinks. Civil society can-
not be expected to uncover all planning deficits and deal with the local environmental impacts. 
Instead, environmental impact assessments should be made mandatory for the planning and 
commissioning of data centres and new AI sites. 
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• With the increasing use of AI systems in ecologically sensitive AI applications, amendments to 
environmental legislation should also be considered to establish binding requirements for miti-
gating AI-specific environmental risks and harnessing technological potential for environmental 
relief. In other words, specific legal requirements for a ‘sustainability by design’ of AI-based inno-
vations could be defined for ecologically relevant use cases. 
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